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Qualitative Analysis of Commom Cations in Water

Introduction to Analytical Chemistry

Chemistry is the study of matter, including its composition and structure, its physical properties,
and its reactivity. There are many ways to study chemistry, but, we traditionally divide it into
five fields: organic chemistry, inorganic chemistry, biochemistry, physical chemistry, and
analytical chemistry. Although this division is historical and, perhaps, arbitrary—as witnessed by
current interest in interdisciplinary areas such as bioanalytical chemistry and organometallic
chemistry—these five fields remain the simplest division spanning the discipline of chemistry.

1. Chemical Principles

Background to chemical principles involved in the isolation and identification of cations from
mixtures are described. Solubility of ionic compounds in water and the solubility variation by
common ion effect, pH effect, coordination complex formation, and redox reaction are
described in relation to the selective precipitation or dissolution of salts of the cations.

Solubility
Solution

The solution is a homogeneous mixture of two or more substances.

Solution related terminologies

o Miscible substances make a solution upon mixing with each other in any
proportion. For example, ethanol and water are miscible to each other.

o Immiscible substances do not make solutions upon mixing in any proportion.

o Partially miscible substances can make a solution upon mixing up to a certain
extent but not in all proportions.

e A solvent is a substance in a larger amount in the solution.
e A solute is a substance in a smaller amount in the solution.

e An unsaturated solution is a solution in which the solvent is holding solute
less than the maximum limit, i.e., in which more solute can be dissolved.

e A saturated solution is a solution in which the solvent is holding the maximum
amount of solute it can dissolve.

Water -a universal solvent

Water is one of the most important solvents because it is present all around us -
it covers more than 70% of the earth and it is more than 60% of our body mass.
Water is a polar molecule having a partial negative end on oxygen and a partially
positive end on hydrogen atoms. that can dissolve most of the polar and ionic
compounds. In ionic compounds, cations are held by anions through electrostatic
interaction. When an ionic compound dissolves into water it dissociates into
cations and anions, each surrounded by a layer of water molecules held by ion-
dipole interactions. The water molecules around ions make ion-dipole interaction
by orienting their partial negative end towards cations and their partial positive
end towards anions. The energy needed to break ion-ion interaction in the ionic
compounds is partially compensated by the energy released by establishing the
ion-dipole interactions. The energy gained due to ion-dipole interactions and
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nature's tendency to disperse is the driving forces responsible for the dissolution
of ionic compounds.

Solubilit

Solubility is the ability of a substance to form a solution with another substance.

The solubility of a solute in a specific solvent is quantitatively expressed as the
concentration of the solute in the saturated solution. Usually, the solubility is
tabulated in the units of grams of solute per 100 mL of solvent (g/100 mL). The
solubility of ionic compounds in water varies over a wide range. All ionic
compounds dissolve to some extent.

For practical purposes, a substance is considered insoluble when its solubility is less than
0.1 g per 100 mL of solvent.

For example, lead(II)iodide ( Pbl2) and silver chloride ( AgCl ) are insoluble in
water because the solubility of Pbl2is 0.0016 mol/L of the solution and the
solubility of AgCl is about 1.3 x 10> mol/L of solution. Potassium iodide (KI)
and Pb(NOg3)2 are  soluble in  water. When aqueous solutions
of KI and Pb(NO3)2 are mixed, the insoluble combination of ions, i.e., Pbl2 in
this case, precipitates, as illustrated in Figure 1.1.1

Figure 1.1.1: Precipitation reaction: PD(NO3)2(aq)+2KI(agq)—Pbl2(s)| +2KNO3(aq)
source: PRHaney [CC BY-SA (https://creativecommons).
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Solubility guidelines for dissolution of ionic compounds in
water

There are no fail-proof guidelines for predicting the solubility of ionic compounds
in water. However, the following guideline can predict the solubility of most ionic
compounds.

X Soluble ions

1. Salts of alkali metals (Li*, Na*, K*, Rb*, Cs™) and ammonia (NH, ) are soluble. For example, NaCINaCl, and (NH, ), PO, are soluble.
2. Salts of nitrate ( NO, ), acetate ( CH,CO0™), and perchlorate ( C10} ) are soluble. For example, Ph(NO,),, and Ca(CH,C00), are soluble.

3. Salts of chloride (C1), bromide (Br ™), and Iodide (1) are soluble, except when the cation is Lead (Pb? *), Mercury (Hgi*), or Silver (Ag™). Remember the
acronym "LMS" based on the first letter of the element name, or phrase "Let Me See” to recall Lead, Mercury, and Silver.

4. Sulfates (SO} ) are soluble except when the cation is, Pb**, Hg} *, or Ag™ (recall "Let Me See” for Lead, Mercury, and Silver) or a heavy alkaline earth
metal ion; calcium (Ca® ), barium (Ba® ™), or strontium (Sr* ). (Remember the acronym "CBS” based on the first letter of the element name, or phrase
"Come By Soon" to recall calcium, barium, and strontium.)

X Insoluble ions

1, Hydroxide (OH) and sulfides (* ) are insoluble except when the cation is a heavy alkaline earth metal ion; Ca®*,Ba®, or Sr* " (recall "Come By Soon”
for calcium, barium, and strontiurm), alkali metals and ammonium. For example, Mg(OH), and CuSCuS are insoluble.

2. Carbonates (C0f ), phosphates (PO ), and oxide (0*~) are insoluble except when the cation is an alkali metal ion or ammonium, For example, CaC0y,
and Fe, 0, are insoluble.

3. If there is a conflict between the two quidelines, then the quideline listed first has priority. For example, CaCO, is insoluble (rule#6), but Na,C0, is soluble
(rule#1 has priority over rules6).

Precipitation reactions

Precipitation reactions are a class of chemical reactions in which two solutions
are mixed and a solid product, called a precipitate, separates out. Precipitation
reaction happening upon mixing solutions of ionic compounds in water can be
predicted as illustrated in Figure 1.1.2 . The first step is to list the soluble ionic
compounds and then cross-combine the cations of one with the anion of the other
to make the potential products. If any of the potential products is an insoluble
ionic compound, it will precipitate out. For example when NaOH solution is mixed
with MgCl> solution, Mg(OH), is a cross-combination that forms an insoluble
compound, it will precipitate out.

Reactants Potential
Products
Mg(OH
a( )2
| NaCl
2
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Figure 1.1.2 Cross-combine the cation-anion in the reactants. If any of the cross-
combination is an insoluble salt, it will precipitate out,
e.g: NaOH(aq)+MgClz2(aq)—Mg(OH)2(s)| +NaCl(aq).

Figure 1.1.3 shows precipitates of some insoluble ionic compounds formed by
mixing aqueous solutions of appropriate soluble ionic compounds.

b -
Figure 1.1.3 The precipitates of some insoluble ionic compounds formed by mixing the

aqueous solution of appropriate soluble ionic compounds. The precipitates are from left:
white Calcium sulfate (CaSOa4), black Iron(II) hydroxide (Fe(OH)2), brown Iron(III)
hydroxide (Fe(OH)3), and blue Copper(Il) hydroxide (Cu(OH)2). Note that the
precipitate is not yet settled at the bottom of the solution, it is still in suspension form in
these exemples

1.2: Solubility equilibria

Solubility product constant (Ksp)

All ionic compounds dissolve in water to some extent. Ionic compounds
are strong electrolytes, i.e., they dissociate completely into ions upon
dissolution. When the amount of ionic compound added to the mixture is more
than the solubility limit, the excess undissolved solute (solid) exists in equilibrium
with its dissolved aqueous ions. For example, the following equation represents
the equilibrium between solid AgCI(s) and its
dissolved Ag+(aq) and Cl+(aq) ions, where the subscript (s) means solid, i.e.,
the undissolved fraction of the compound, and (aq) means aqueous or dissolved
in water.

AgCl(s) = Ag ' (aq) + Cl (aq)

Like any other chemical equilibrium, this equilibrium has an equilibrium constant

Keg) :
(e K., = [Ag'][C]]
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Note that solid or pure liquid species do not appear in the equilibrium
constant expression as the concentration in the solid or pure liquid remains
constant. This equilibrium constant has a separate name Solubility
Product Constant (Ksp) based on the fact that it is a product of the molar
concentration of dissolved ions, raised to the power equal to their
respective coefficients in the chemical equation, e.g.,

K, =[Ag"][Cl ]=18x 10"
The solubility product constant (Ksp), is the equilibrium constant for an
ionic compound dissolving in an aqueous solution.

Similarly, the dissolution equilibrium for PbCl2 can be shown as:

PbCL,(s) = Pb, (aq) + 2 Cl—(aq)
with
K, =[Pb*][CI " =1.6 x10°°
And the dissolution equilibrium for Hg, Cl, is similar:
Hg,Cl,(s) = Hg,,(aq) + 2 Cl—(aq)
with

K., =[Hg [ClI P =13 x 10

Selective precipitation

Selective precipitation is a process involving adding a reagent that precipitates one of
the dissolved cations or a particular group of dissolved cations but not the others.

According to solubility rule# 5, both Cuz and Ni? form insoluble salts with Sz
However, the solubility of CuS and NiS differ enough that if an appropriate
concentration of S> is maintained, CuS can be precipitated
leaving Ni?* dissolved. The following calculations based on the Ksp values prove
it.

CuS(s) = Cu’ " (aq) +$* (aq), K, = [Cu®*][S* ] =8.7x10 %
NiS(s) = Ni** (aq) + S (aq), K, =[Ni**][S* |=1.8x10"*

Molar concentration of sulfide ions [S?], in moles/liter in a saturated
solution of the ionic compound can be calculated by rearranging their
respective Ksp expression, e.g. for CuS solution, Ksp=[Cu?][S*]
rearranges to:
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Kep

2—1
[S ]_ [Cu2+]

Assume Cu’ " is 0.1 M, plugging in the values in the above equation allow calculating the molar concentration of S~ in the saturated solution of CuS:

K, 87x107%
[Cu?*] T01

2] = =87x10°%-M

Similar calculations show that the molar concentration of 82~ in the saturated solution of 0.1M NiS is 1.8 x 102" M, If $* ~ concentration is kept more than 8.7 x
107 M but less than 1.8 x 102° M, CuS will selectively precipitate leaving Ni** dissolved in the solution.

Another example is the selective precipitation of Lead, silver, and mercury by adding HCI to the solution. According to rule# 3 of solubility of ionic compounds,
chloride C1- forms soluble salt with the cations except with Lead (Pb”*), Mercury (Hg] ), or Silver (Ag"). Adding HCI as a source of C1 in the solution wil
selectively precipitate lead (Pb* *), mercury (Hg} *), and silver (Ag™), leaving other cations dissolved in the solution.

1.3: Varying solubility of ionic compounds

Le Chatelier's principle

lonic compounds dissociate into ions when they dissolve in water. An equilibrium is
established between ions in water and the undissolved compound. The solubility of the
ionic compounds can be varied by stressing the equilibrium through changes in the
concentration of the ions.

Le Chatelier's principle

Le Chatelier's principle can be stated as “when a system at equilibrium is
subjected to a change in concentration, temperature, volume, or pressure, the
system will change to a new equilibrium, such that the applied change is partially
counteracted.”

If the ions in the solubility equilibrium are increased or decreased by
another reaction going on in parallel, the equilibrium will counteract by
decreasing or increasing the solubility of the compound. This use of Le
Chatelier's principle to vary the solubility of sparingly soluble ionic
compounds is explained with examples in the following.

Common ion effect

Consider dissolution of a sparingly soluble ionic compound CaF, in water:

CaF,(s) = Ca* (aq) + 2F (aq), K., =[Ca™"|F )" =15x107"

The solubility (S) can be expressed in the units of mol/L or molarity (M). Similarly, the concentration of any species in square brackets, as [Ca® ] in the above-
mentioned K, expression, is also in the units of mol/L or M.

NaF is a water-soluble ionic compound that has ¥~ in common with the above equilibrium. The addition of NaF into the mixture will increase the concentration of
F~ causing a decrease in the solubility of CaF, because the solubility equilibrium will move in the reverse direction to counteract the rise in the concentration of the
common ion. This is called the common ion effect.

The common ion effect refers to the decrease in the solubility of a sparingly
soluble ionic compound by adding a soluble ionic compound that has an
ion in common with the sparingly soluble ionic compound.
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A quantitative estimate of this common ion effect is given with the help of the following calculations. If solubility of CaF, in pure water is S mol/L, then [ Ca’*]=
S, and [ F] = 2S. Plugging in these values in the K., expression and rearranging shows that the solubility of CaF, in pure water is 3.3 x 107 M:

K,

-w:[

Ca*|[F ]

1.5x 101" = 5(28)%

S=y15%x101"/4=3310*M

If F~ concentration is raised to 0.1M by dissolving NaF in the solution, then the molar solubility of CaF, changes to a new value S; , [ Calf]=s5,and[F ] =
(0.1 +S)) = 0.1 (S; cancels because it is negligible compared to 0.1). Plugging in these values in the K., expression and rearranging shows that the new solubility
(S)) of CaF, is 1.5 x 107°M:

K,, = [Ca® "|[F |

=
1.5x 10 = §;(0.1)?

—10
L T Y|
0.1y

It means the solubility of CaF, is decreased by more than twenty thousand times by the common ion effect described above.
Generally, the solubility of sparingly soluble ionic compounds decreases by adding a common
ion to the equilibrium mixture.

An example of a common ion effect is in the separation of PhCl, from AgCl and Hg, Cl, precipitates. PhCl s the most soluble in hot water among these three
sparingly soluble compounds. So, PhCl, is selectively dissolved in hot water and separated. The solution is then cooled to room temperate and HCl is added to it
as a source of common ion C1™ to enforce re-precipitation of PbCL,:

Pb** (aq) + 2CI" (aq) = PbCL,(s)

Effect of pH

The pH is related to the concentration of H,0™ and OH™ in the solution. Increasing pH increases OH™ and decreases H, 0™ concentration in the solution and
decreasing pH has the opposite effect. If one of the ions in the solubility equilibrium of a sparingly soluble ionic compound is an acid or a base, its concentration will
change with changes in the pH. It is because acids will neutralize with OH™ at high pH and bases will neutralize with H,O at low pH. For example, consider the
dissolution of Mg(OH), in pure water.

Mg(OH),(s) = Mg® "(aq) + 201 (aq), K, = Mg’ *][0H']2 =21x107"
Making the solution acidic, i.e., a decrease in pH adds more H,0™ fon that removes OH™ by the following neutralization reaction.

H,07(ag) + OH " (aq) = 2H,0())

According to Le Chatelier's principle, the system moves in the forward direction
to make up for the loss of OH™. In other words, Mg(OH)2 is insoluble in neutral
or alkaline water and becomes soluble in acidic water.

Generally, the solubility of an ionic compound containing basic anion increases by
decreasing pH, i.e., in an acidic medium.

Generally, the solubility of an ionic compound containing basic anion increases by decreasing pH, i.e., in an acidic medium.

In a qualitative analysis of cations, dissociation of H,S is used as a source of §*~ ions:
ILS(g) +2H,0() = 2IL,0" (ag) + §* (aq)

The reaction is pH-dependent, i.e., the extent of dissociation of H,S can be decreased by adding HCI as a source of common ion H, O™ or increased by adding a
base as a source of OH that removes H,0" from the products:

OH (aq) +H,0"(aq) = 2H,0()

Generally, the solubility of weak acids can be increased by increasing the pH and decreased by decreasing the pH. The opposite is true for the weak bases.
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Complex ion equilibria

Transition metal ions, like Ag*, Cu®*, Ni?*, etc. tend to be strong Lewis acids, i.e., they can accept a lone pair of electrons from Lewis bases. Neutral or anionic
species with a lone pair of electrons, like H;f):, :NH,, :E?N:, :Cl:—, etc. can act as Lewis bases in these reactions. The bond formed by the donation of a lone pair
of electrons of a Lewis base to a Lewis acid is called a coordinate covalent bond. The neutral compound or ion that results from the Lewis acid-base reaction is
called a coordination complex or a complex ion. For example, silver ion dissolved in water is often written as Ag*(aq), but, in reality, it exists as complex ion
Ag(IL,0), inwhich Ag* accepts lone pair of electrons from oxygen atoms in water molecules. Transition metal ion in a coordination complex or complex ion, e.g.,
Ag” in Ag(H,0), is called central metal ion and the Lewis base like Hz(-j 5 In Ag(H,0), , is called a ligand. The strength of a ligand is the ability of a ligand to
donate its lone pair of electrons to a central metal ion. If a stronger ligand is added to the solution, it displaces a weaker ligand. For example, if : NH, is dissolved in
the solution containing Ag(H,0), , the : N, displaces Hzﬁz from the complex ion:

Ag(HL,0), (aq) + 2NH,(aq) = Ag(NH,), (aq) + 2H,0(aq)

Equilibrium constant for the formation of complex ion is called formation constant (K,), e.g, in the case of above reaction:
Ag(NH,);
Ky = _[As(NHy); | =17x 107

 [Ag'] x INH,]?

Large value of K in the above reaction shows that the reaction is highly favored in the forward direction. If ammonia is present in water, it increases the solubility
of AgCl by removing the Ag" ion from the products, just like acid (H,0™) increases the solubility of Mg(OH), by removing OH "~ from the products:

AgCl(s) — Ag*(aq) + Cl (aq) K;=18x10"

Ag”(aq) + 2NH,(aq) — Ag(N'Ha);r(aq) K;=17x 107

Adding above reactions: AgCl(aq) + 2NH, (aq) — Ag(NHJ);r (agq) + Cl" (aq) K =3.0x 1073

The equilibrium constant for the dissolution of AgCl(s) changes from 1.8 x 101 in pure water to 3.0 x 10 in the water containing dissolved ammonia, i.., a 17
million times increase. It makes insoluble AgCl(s) quite soluble. This reaction is used to separate silver ions from mercury ions in a mixture of AgCl and Hg, Cl,
mixture precipitates.

Generally, the solubility of metal compounds containing metals capable of coordinate complex formation increases by adding a strong ligand to the solution.

X Manipulating chemical equations

The chemical equations can be manipulated like algebraic equations, i.e., they can be multiplied or divided by a constant, added, and subtracted, as
demonstrated in the example of the silver ammonia complex formation reactions shown above, Note that the species on the right side of the equation cancel the
same species on the left side of any other equation like algebraic equations, e.g., Ag" is canceled the final equation.

When two equilibrium reactions are added, their equilibrium constants are multiplied to get the equilibrium constant of the overall reaction, i.e, K = K, x K in
the above reactions.

Redox reactions

There are three major types of chemical reactions, precipitation reactions, acid-base reactions, and redox reactions.

# Precipitation reactions

Precipitation reactions of ionic compounds are double replacement reactions where the cation of one compound combines with the anion of another and vice
versa, such that one of the new combinations is an insoluble salt.

For example, when silver nitrate (AgNO, ) solution is mixed with sodium chloride (NaCl) solution, an inscluble compound silver chloride (AgCl) precipitates out of
the solution:

AgNO, (aq) + HCl(ag) — AgCl(s)| + NaNO, (aq)

# Acid-base reactions

Acid-base reactions are the reactions involving the transfer of a proton.

For example, H,,S dissociates in water by donating its proton to water molecules:

H,8(g) +2H,0(1) = 2H,0"(aq) + §* ~(aq)
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# Redox reactions

Redox reactions are the reactions involving the transfer of electrons.

For example, when sodium metal (Na) reacts with chlorine gas (Cl,), sodium loses electrons and becomes Na* cation and chlorine gains electrons and becomes
Cl™ anion that combine to form NaCl salt:

2Na(s) + 2 Cl,(g) — NaCl(s)
An example of a redox reaction in qualitative analysis of cations is the dissolution of NiS precipitate by adding an oxidizing acid HNO,. The 2~ is a weak base that
can be removed from the product by adding a strong acid like HCI:
' (aq) + 21,0 (aq) = H,S(aq) + 2H,0()
Therefore, addition of HCI is sufficient to dissolve FS precipitate by removal of 82~ from the products:
FeS(s) + 21,07 (aq) = Fe’*(aq) + H,S(aq) + 2H,0())
However, the adition of HC] does not remove S*~ sufficient enough to dissolve a relatively less soluble NiS precipitate. Nitric acid (HNO, ) that is a source of an
oxidizing agent NO is needed to remove 8~ to a higher extent for dissolving NiS:
38" (aq) + 2NO; (aq) + 8H,0"(aq) — 35(s,yellow)| + 2NO(g)t + 12H,0(1)

In this reaction, sulfur is oxidized from an oxidation state of -2 in §*~ to an oxidation state of zero in S, and nitrogen is reduced from an oxidation state of +5 in
NO; to an oxidation state of +2 in NO.

Analytical Chemistry 2.1 (Harvey)

Basic Tools of Analytical Chemistry

2.1: Measurements in Analytical Chemistry

Units of Measurement

A measurement usually consists of a unit and a number that expresses the
quantity of that unit. We can express the same physical measurement with
different units, which creates confusion if we are not careful to specify the unit.
For example, the mass of a sample that weighs 1.5 g is equivalent to 0.0033 Ib
or to 0.053 oz. To ensure consistency, and to avoid problems, scientists use the
common set of fundamental base units listed in Table 2.1.1 . These units are
called SI units after the Systéme International d'Unités.

It is important for scientists to agree upon a common set of units. In 1999, for example,
NASA lost a Mar’s Orbiter spacecraft because one engineering team used English units
in their calculations and another engineering team used metric units. As a result, the
spacecraft came too close to the planet’s surface, causing its propulsion system to
overheat and fail.

Some measurements, such as absorbance, do not have units. Because the meaning of a
unitless number often is unclear, some authors include an artificial unit. It is not unusual
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to see the abbreviation AU—short for absorbance unit—following an absorbance value,
which helps clarify that the measurement is an absorbance value.

Table 2.1.1 : Fundamental Base SI Units

Measurement Unit Symbaol Definition (1 unit is...)

...the mass of the international
prototype, a Pt-Ir object housed at the
Bureau International de Poids and
Measures at Sévres, France, {Mote:
The mass of the international
prototype changes at a rate of
appraximately 1 pa per yvear due to
reversible surface contamination. The
reference mass, therefore, is
determined immediately after its
cleaning using a specified procedure.
Current plans call for retiring the
international prototype and defining
the kilogram in terms of Planck’s
constant; see this link for more
details.)

mass kilogram kg

...the distance light travels in (299 792

distance mater m -
458)™* seconds.

.equal to (273.16)°1, where 273,15 K
is the triple point of water (where its
solid, liquid, and gaseous forms are in
equilibrium).

temperature Kelvin K

...the time it takes for 9 192 631 770
time second 5 periods of radiation corresponding to a
specific transition of the 1*2Cs atom.

...the current producing a force of 2 x
1077 Nfm between two straight

current ampere A parallel conductors of infinite length
separated by one meter {in a
vacuum).

...the amount of a substance
containing as many particles as there

amount of substance mole mol . )
are atoms in exactly 0.012 kilogram of
12¢c
...the luminous intensity of a source
) with a monochromatic frequency of
light candela cd

540 x 10*? hertz and a radiant power
of (683)! watts per steradian.

There is some disagreement on the use of "amount of substance” to describe the measurement for which the mole is the base SI unit; see "What's in 2 Name?
Amount of Substance, Chemical Amount, and Stoichiometric Amount,” the full reference for which is Giunta, C. J. 7. Chem. Educ. 2016, 93, 583-586,
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We define other measurements using these fundamental SI units. For example, we measure the quantity of heat produced during a chemical reaction in joules, (J),
where 1 Jis equivalent to 1 m ka/s . Table 2.1.2 provides a list of some impertant derived SI units, as well as a few commen non-SI units.

Table 2.1.2 : Derived SI Units and Non-SI Units of Importance to Analytical Chemistry

Measurement Unit Symbol Equivalent SI Units
length angstrom (non-SI) A 1h=1x10"m
volume liter (non-S1) L 1L=10"m?

force newton (SI) N 1N =1mkg/s
pascal (SI) Pa 1Pa=1N/m’ =1 kg/(m-s)
pressure
atmosphere (non-SI) atm 1 atm = 101 325 Pa
joule (SI) ] 11=1N-m=1m"kg/s*
energy, work, heat calorie (non-SI) cal 1cal =4.184]
electron volt (non-SI) eV leV=1.60217733 x 107
power walt (SI) W 1W=11s5=1mkg/s®
charge coulomb (SI) C 1C=1As
potential volt (1) v 1V =1W/A=1mikg/(sA)
frequency hertz {SI) Hz 1Hz=5"
temperature Celcius (non-ST) °C oC = K-273.15

Chemists frequently work with measurements that are very large or very small. A mole contains 602 213 670 000 000 000 000 000 particles and some analytical
techniques can detect as little as 0.000 000 000 000 001 g of & compound. For simplicity, we express these measurements using scientific notation; thus, a mole
contains 6.022 136 7 x 10% particles, and the detected mass is 1 x 107 g. Somatimes we wish to express a measurement without the exponential term,
replacing it with a prefix (Table 2.1.3 ). A mass of 1 x 107" g, for example, is the same as 1 fg, or femtogram.

Writing a lengthy number with spaces instead of commas may strike you as unusual. For a number with more than four digits on either side of the decimal paint,
however, the recommendation from the International Union of Pure and Applied Chemistry s to use a thin space instead of a comma.

11
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Table 2.1.3 : Common Prefixes for Exponential Notation

Prefix Symbal Factor Prefix Symbol Factor Prefix Symbol Factor
yotta Y 1024 kilo k 10 micro 1 10-¢
zetta z 0% hecto h 10% nano n 107
eta E 1018 deka da 10t pico p 102
peta P 10 - - 10 femto f 10
tera T 10t deci d 10t atto a 08
giga G 10° centi C 102 zepto z 10
mega M 108 mill m 1072 yocto y 10

Uncertainty in Measurements

A measurement provides information about both its magnitude and its uncertainty. Consider, for example, the three photos in Figure 2.1.1 , taken at intervals of
approximately 1 sec after placing a sample on the balance. Assuming the balance is properly calibrated, we are certain that the sample’s mass is more than 0.5729
g and less than 0.5731 g. We are uncertain, however, about the sample’s mass in the last decimal place since the final two decimal places fluctuate between 29, 30,
and 31. The best we can do is to report the sample’s mass as 0.5730 g  0.0001 g, indicating both its magnitude and its absolute uncertainty.

Figure 2.1.1 : When weighing an sample on a balance, the measurement fluctuates in the final decimal place. We record this sample’s mass as 0.5730 g £ 0.0001

Significant Figures

A measurement’s significant figures convey information about a measurement’s magnitude and uncertainty. The number of significant figures in a measurement is
the number of digits known exactly plus one digit whose value is uncertain. The mass shown in Figure 2.1.1 , for example, has four significant figures, three which
we know exactly and one, the last, which is uncertain.

Suppose we weigh a second sample, using the same balance, and obtain a mass of 0.0990 g. Does this measurement have 3, 4, or 5 significant figures? The zero in
the last decimal place is the ene uncertain digit and is significant. The other two zeros, however, simply indicates the decimal point's location. Writing the
measurament in scientific notation, 9.90 x 102, darifies that there are three significant figures in 0.0990.

In the measurement 0.0990 g, the zero in green is a significant digit and the zeros in red are not significant digits.

v Bxample 2.1.1

How many significant figures are in each of the following measurements? Convert each measurement to its equivalent scientific notation or decimal form.

3. 0.0120 mol HCl

b. 605.3 mg CaC0;

c. 1.043 x 10~ mol Ag™
d. 9.3 x 10' mg NaoH

Solution
(a) Three significant figures; 1.20 x 102 mol HCl,
(b) Four significant figures; 6.052 x 10° mg CaC0;.

(c) Four significant figures; 0.000 104 3 mol Ag™.

(d) Two significant figures; 93 000 mg NaOH.

12
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There are two special cases when determining the number of significant figuras in a measurement. For 3 measurement given as a logarithm, such as pH, the
number of significant figures is equal to the number of digits to the right of the decimal point. Digits to the |eft of the decimal point are not significant figures since
they indicate only the power of 10. A pH of 2.45, therefore, contains two significant figures.

The log of 2.8 x 10 is 2.45. The log of 2.8 is 0.45 and the log of 107 is 2. The 2 in 2.45, therefore, only indicates the power of 10 and is not a significant digit.

An exact number, such as a stoichiometric coefficient, has an infinite number of significant figures. A mole of CaCly, for example, contains exactly two moles of
chloride ions and one mole of caldium ions. Another example of an exact number is the relationship between some units. There are, for example, exactly 1000 mL
in 1 L. Both the 1 and the 1000 have an infinite number of significant figures.

Using the correct number of significant figures is important because it tells ather scientists about the uncertainty of your measurements. Suppose you weigh a
sample on 3 balance that measures mass to the nearest £0.1 mg. Reporting the sample's mass as 1.762 g instead of 1.7623 q is incorrect because it does not
convey properly the measurement’s uncertainty. Reporting the sample’s mass as 1.76231 g also is incorrect because it falsely suggests an uncertainty of £0.01 ma.

Significant Figures in Calculations

Significant figures are also important because they guide us when reporting the result of an analysis. When we calculate a result, the answer cannot be more
certain than the least certain measurement in the analysis. Rounding an answer to the correct number of significant figures is important.

For addition and subtraction, we round the answer to the last decimal place in commen for each measurement in the calculation, The exact sum of 135.621, 97.33,
and 21,2163 is 254.1673. Since the last decimal place common to all three numbers is the hundredth’s place

135.621
97.33
21.2163

2541673

we round the result to 254.17.
The last common decimal place shared by 135.621, 97.33, and 21.2163 is shown in red.

For multiplication and division, we round the answer to the same number of significant figures as the measurement with the fewest number of significant figures.
For example, when we divide the product of 22.91 and 0.152 by 16.302, we report the answer as 0.214 (three significant figures) because 0.152 has the fewest
number of significant figures.

22.91 = 0.152

63w - 0.2136 = 0.214

There is no need to convert measurements in scientific notation to a common expenent when multiplying or dividing.

It is important to recognize that the rules presented here for working with significant figures are generalizations. What actually is conserved is uncertainty, not
the number of significant figures. For example, the following calculation

101/99 = 1.02

is correct even though it violates the general rules outlined earlier. Since the relative uncertainty in each measurement is approximately 1% (101 + 1 and 99 £
1), the relative uncertainty in the final answer also is approximately 1%. Reporting the answer as 1.0 (two significant figures), as required by the general rules,
implies a relative uncertainty of 10%, which is too large. The correct answer, with three significant figures, yields the expected relative uncertainty. Chapter 4
presents a more thorough treatment of uncertainty and its importance in reporting the result of an analysis.

Finally, to avoid "round-off” errors, it is a good idea to retain at least one extra significant figure throughout any calculation. Better yet, invest in a good scientific
calculator that allows you to perform lengthy calculations without the need to record intermediate values. When your calculation is complete, round the answer to
the correct number of significant figures using the following simple rules.

1. Retain the least significant figure if it and the digits that follow are less than halfway to the next higher digit. For example, rounding 12.442 to the nearest tenth
gives 12.4 since 0.442 is less than half way between 0.400 and 0.500.

2. Increase the least significant figure by 1 if it and the digits that follow are more than halfway to the next higher digit. For example, rounding 12.476 to the
nearest tenth gives 12.5 since 0.476 is more than halfway between 0.400 and 0.500.

3. If the least significant figure and the digits that follow are exactly halfway to the next higher digit, then round the least significant figure to the nearest even
number. For example, rounding 12.450 to the nearest tenth gives 12.4, while rounding 12.550 to the nearest tenth gives 12.6. Rounding in this manner ensures
that we round up as often as we round down.

For a problem that involves both addition and/or subtraction, and multiplication and/or division, be sure to account for significant figures at each step of the
calculation. With this in mind, report the result of this calculation to the correct number of significant figures.
0.250 x (9.93 x 10~%) — 0.100 x (1.927 x 10~?)
9.93 x 103 + 1.927 x 102 a
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Answer
The comect answer to this exercise is 1.9 x 10-2, To see why this is correct, let's work through the problem in a series of steps. Here is the original problem

0.250 x (9.93 x 10°*) —0.100 x (1927 x 107%)
993 %107 +1.927x 107

Following the correct order of operations we first complete the two multiplications in the numerator. In each case the answer has three significant figures,
although we retain an extra digit, highlight in red, to avoid round-off errors.

2.482 x 10* - 1.927 x 107

993 %107 +1.927x 107

Completing the subtraction in the numerator leaves us with two significant figures since the last significant digit for each value is in the hundredths place.

0.555 x 10°* -
993 %107 +1.927 x 1072

The two values in the denominator have different exponents. Because we are adding together these values, we first rewrite them using a comman exponent.

0.5 x 10°* -
0.993 %107 +1.927 % 1072

The sum in the denominator has four significant figures since each of the addends has three decimal places.

0.555 x 10~ -
2.920 x 1072

Finally, we complete the division, which leaves us with a result having two significant figures.

0.555 x 107*

_ =)
2020x 102 190

2.2: Concentration

Concentration is a general measurement unit that reparts the amount of solute present in a known amount of solution

. amount of solute
concentration = — (22.1)
amonnt of solution

Although we associate the terms “solute” and "solution” with liquid samples, we can extend their use to gas-phase and solid-phase samples as well. Table 2.2.1 lists
the most commen units of concentration.

Table 2.2.1 : Common Units for Reporting Concentration
Mame Units Symbol

moles solute

molarity liters solution "

moles solute
fi li _— F
SLUELE) liters solution

equivalents solute

normiali N
by liters solution
i moles solute
lealIt‘,‘f 7}. loprams solvent m
ams solute
weight percent m Yo Wi
volume percent ssinis o Wi
Ol EEE o
100 m solution
. grams solute
weight-to-volume percent _— % wiv
& F 100 mL solution o/
= il grams solute
parts per million — ppm
10° grams solution
grams solute
parts per billion ppb

107 grams solution
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An alternative expression for weight percent is

LTAIMS S0 u‘te 100
grams solution

You can use similar alternative expressions for volume percent and for weight-to-volume percent.

Molarity and Formality

Both molarity and formality express concentration as moles of solute per liter of
solution; however, there is a subtle difference between them. Mol/arity is the
concentration of a particular chemical species. Formality, on the other hand, is
a substance’s total concentration without regard to its specific chemical form.
There is no difference between a compound’s molarity and formality if it
dissolves without dissociating into ions. The formal concentration of a solution
of glucose, for example, is the same as its molarity.

For a compound that fonizes in solution, such as CaCly, molarity and formality are different. When we dissalve 0.1 moles of CaCly in 1 L of water, the solution
contains 0.1 moles of Ca* and 0.2 moles of CI™, The molarity of CaCly, therefore, is zero since there is no undissociated CaCly in solution; instead, the solution is
0.1 Min Ca** and 0.2 M in CI™, The formality of CaCly, however, is 0.1 F since it represents the total amount of CaCl, in solution. This more rigorous definition of
molarity, for better or worse, largely is ignored in the current literature, as it is in this textbook. When we state that a solution is 0.1 M CaCl; we understand it to
consist of Ca®™ and CI” ions. We will reserve the unit of formality to situations where it provides a clearer description of solution chemistry.

Malarity is used so frequently that we use a symbolic notation to simplify its expression in equations and in writing. Square brackets around a species indicate that
we are referring to that species’ molarity. Thus, [Ca®]is read as “the molarity of calcium jons.”

For a solute that dissolves without undergeing ionization, molarity and formality have the same value. A solution that is 0.0259 M in glucose, for example, is
0.0259 F in glucose as well,

Normality

Mormality is a concentration unit that no longer is in common use; however, because you may encounter normality in older handbooks of analytical methods, it is
helpful to understand its meaning. Noermality defines concentration in terms of an equivalent, which is the amount of one chemical species that reacts
stoichiometrically with another chemical species. Note that this definition makes an equivalent, and thus normality, a function of the chemical reaction in which the
species participates. Although a solution of H;504 has a fixed molarity, its normality depends on how it reacts. You will find a more detailed treatment of normality

in Appendix 1.

One handbook that still uses normality is Standard Methods for the Examination of Water and Wastewater, a joint publication of the American Public Health
Association, the American Water Works Association, and the Water Environment Federation. This handbook is one of the primary resources for the environmental
analysis of water and wastewater.

Molality

Molality is used in thermodynamic calculations where a temperature
independent unit of concentration is needed. Molarity is based on the volume of
solution that contains the solute. Since density is a temperature dependent
property, a solution’s volume, and thus its molar concentration, changes with
temperature. By using the solvent’s mass in place of the solution’s volume, the
resulting concentration becomes independent of temperature.

15



Analytical Chemistry - AIU

Weight, Volume, and Weight-to-Volume Percent

Weight percent (% wjw), volume percent (% v/v) and weight-to-volume percent (% w/v) express concentration as the units of solute present in 100 units
of solution. A solution that is 1.5% w/v NH4NO:, for example, contains 1.5 gram of NH;NO5 in 100 mL of selution.

Parts Per Million and Parts Per Billion

Parts per million (ppm) and parts per billion (ppb) are ratios that give the grams of solute in, respectively, one million or one billion grams of sample. For
example, a sample of steel that is 450 ppm in Mn contains 450 pg of Mn for every gram of steel. If we approximate the density of an agueous solution as 1.00
a/mL, then we can express solution concentrations in ppm or ppb using the following relationships.

_ke_DE_Ke o, LE_KE_ D8

S A A Ll s 5

For gases a part per million usually is expressed as a volume ratio; for example, a helium concentration of 6.3 ppm means that one liter of air contains 6.3 pL of He.

You should be careful when using parts per million and parts per billion to express the concentration of an agueous solute. The difference between a solute’s
concentration in mg/L and ng/g, for example, is significant if the solution's density is not 1.00 g/mL. For this reasen many organizations advise against using the
abbreviation ppm and ppb (see section 7.10.3 at www.nist.gov). If in doubt, include the exact units, such as 0.33 pg Pb*-/L for the concentration of lead in a
sample of seawater.

Converting Between Concentration Units

The most common ways to express concentration in analytical chemistry are molarity, weight percent, volume percent, weight-to-volume percent, parts per million
and parts per billion. The general definition of concentration in Equation 2.2.1 makes it is easy to convert between concentration units.

v Example 2.2.1

A concentrated solution of ammonia is 28.0% w/w NHz and has a density of 0.899 g/mL. What is the molar concentration of NH3 in this solution?
Solution

28.0 g NH, ; 0.899 g soln ; 1 mol NH, . 1000mL
100 g soln ml soln 17.03 g NH, L

=148M

v Example 2.2.2

The maximum permissible concentration of chloride ion in a municipal drinking water supply is 2.50 x 107 ppm CI~. When the supply of water exceeds this limit it
often has a distinctive salty taste. What is the equivalent molar concentration of CI™7

Solution

2,50 x 10° mg C1~ 1g 1 mol CI™
® ®
L 1000 mg ~ 35.453 gC1-

=705 x10* M

Which solution—0.50 M NaCl or 0.25 M SrCl;—has the larger concentration when expressed in mag/mL?

Answer

The concentrations of the two solutions are

0.50 mol NaCl 5844gNaCl 10° ug 1L
=29 104 mL NaCl
L ¥ TmolNaCl g 1000mL x 107 pg/mL Na
025 mol SrCl,  1585g5rCL  10° pug 1L .
I X mol SICT, % = * 1000 mL = 4.0 x 10° pg/ml SrCL,

The solution of SrCl; has the larger concentration when it is expressed in pg/mL instead of in mol/L.
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p-Functions

Sometimes it is inconvenient to use the concentration units in Table 2.2.1 . For
example, during a chemical reaction a species’ concentration may change by
many orders of magnitude. If we want to display the reaction’s progress
graphically we might wish to plot the reactant’s concentration as a function of
the volume of a reagent added to the reaction. Such is the case in Figure 2.2.1
for the titration of HCI with NaOH. The y~axis on the left-side of the figure displays
the [H*] as a function of the volume of NaOH. The initial [H*] is 0.10 M and its
concentration after adding 80 mL of NaOH is 4.3x10 M. We easily can follow
the change in [H*] for the addition of the first 50 mL of NaOH; however, for the
remaining volumes of NaOH the change in [H*] is too small to see.

Valume NaOH (mL)

Figure 2.2.1 : Two curves showing the progress of a titration of 50.0 mL of 0.10 M HCI
with 0.10 M NaOH. The [H*] is shown on the left y-axis and the pH on the right y-axis.

When working with concentrations that span many orders of magnitude, it
often is more convenient to express concentration using a p-function. The p-
function of X'is written as pXand is defined as

pX = —log(X)
The pH of a solutien that is 0.10 M H™ for example, is
pH = —log[H'] = —log(0.10) = 1.00
and the pH of 4.3 % 107" MH* is
pH = —log[H*| = —log(4.3 x 107%) = 12.37

Figure 2.2.1 shows that plotting pH as a function of the volume of NaOH provides more useful information about how the concentration of H* changes during the

titration.

A more appropriate equation for pH is pH = — log(ag: ) where ay is the activity of the hydrogen ion. See Chapter 6.9 for more details, For now the
approximate equation pH = — log[H" | is sufficient.
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v BExample 2.2.3

What is pNa for a solution of 1.76 x 10~% M NasPO4?
Solution

Since each mole of NazPO. contains three moles of Na™, the concentration of Na™ is

3 mol Na*t
+_ -3 _ -3
[Na™] = (1.76 x 107" M) = mol Na, PO, 528 > 10 M
and pMa is

pNa = —log[Na*| = —log(5.28 x 10~*) = 2.277

Remember that a pNa of 2.777 has three, nat four, significant fiqures; the 2 that appears in the one's place indicates the power of 10 when we write [Na+] a5
05285 10°* M

v Example 2.2.4

What is the [H™] in a solution that has a pH of 5.167

Solution

The concentration of H- is

pH — — log[H*] — 5.16
logH"| = —5.16

H'| =10 =69 x 10" M

Recall that if log(X) = a, then X = 107,

? Exercise 2.2.2

What are the values for pNa and p50, if we dissolve 1.5 g Na;50, in a total solution volume of 500.0 mL?
Answer

The concentrations of Na* and SO? ~ are

1.5 g Na, 50, 1 mol Na, SO, 2 mol Na*t
0500 1420 Na,SO,

Y -2 +
mol molNa, 50, 423 x 10° M Na

1.5 g Na, 50 1 mol Na, SO 1 mol 503 -
E %7 27, 211 x102MS0%-
0.500L 142.0g Na,50;  mol molNa,50,

The pNa and pS04 values are

pNa = —log(4.23 x 102 M Na*) = 1.37

pS0O, — —log(2.11 x 10-2 M SO3 ) — 1.68
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3: The Vocabulary of Analytical Chemistry

If you browse through an issue of the journal Analytical Chemistry, you will
discover that the authors and readers share a common vocabulary of analytical
terms. You probably are familiar with some of these terms, such as accuracy and
precision, but other terms, such as analyte and matrix, are perhaps less familiar
to you. In order to participate in any community, one must first understand its
vocabulary; the goal of this chapter, therefore, is to introduce some important
analytical terms. Becoming comfortable with these terms will make the chapters
that follow easier to read and to understand.

3.1: Analysis, Determination, and Measurement

The first important distinction we will make is among the terms analysis,
determination, and measurement. An analysis provides chemical or physical
information about a sample. The component in the sample of interest to us is
called the analyte, and the remainder of the sample is the matrix. In an analysis
we determine the identity, the concentration, or the properties of an analyte. To
make this determination we measure one or more of the analyte’s chemical or
physical properties.

An example will help clarify the difference between an analysis,
a determination and a measurement. In 1974 the federal government
enacted the Safe Drinking Water Act to ensure the safety of the nation’s public
drinking water supplies. To comply with this act, municipalities monitor their
drinking water supply for potentially harmful substances, such as fecal coliform
bacteria. Municipal water departments collect and analyze samples from their
water supply. To determine the concentration of fecal coliform bacteria an analyst
passes a portion of water through a membrane filter, places the filter in a dish
that contains a nutrient broth, and incubates the sample for 22—-24 hrs at 44.5 °C
+ 0.2 °C. At the end of the incubation period the analyst counts the number of
bacterial colonies in the dish and reports the result as the number of colonies per
100 mL (Figure 3.1.1 ). Thus, a municipal water department analyzes samples of
water to determine the concentration of fecal coliform bacteria by measuring the
number of bacterial colonies that form during a carefully defined incubation
period

Figure 3.1.1 : Colonies of fecal coliform bacteria from a water supply. Source: Susan Boyer. Photo
courtesy of ARS-USDA (www.ars.usda.gov).
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A fecal coliform count provides a general measura of the presence of pathogenic organisms in a water supply. For drinking water, the current maximurn
contaminant level (MCL) for total coliforms, including fecal coliforms is less than 1 colony/100 mL. Municipal water departments must regularly test the water
supply and must take action if more than 5% of the samples in any month test positive for coliform bacteria.

3.2: Techniques, Methods, Procedures, and Protocols

Suppose you are asked to develop an analytical method to determine the
concentration of lead in drinking water. How would you approach this problem?
To provide a structure for answering this question, it is helpful to consider four
levels of analytical methodology: techniques, methods, procedures, and protocols
[Taylor, J. K. Anal. Chem. 1983, 55, 600A-608A].

A technique is any chemical or physical principle that we can use to study an
analyte. There are many techniques for that we can use to determine the
concentration of lead in drinking water [Fitch, A.; Wang, Y.; Mellican, S.; Macha,
S. Anal. Chem. 1996, 68, 727A-731A]. In graphite furnace atomic absorption
spectroscopy (GFAAS), for example, we first convert aqueous lead ions into free
atoms—a process we call atomization. We then measure the amount of light
absorbed by the free atoms. Thus, GFAAS uses both a chemical principle
(atomization) and a physical principle (absorption of light).

A method is the application of a technique for a specific analyte in a specific
matrix. As shown in Figure 3.2.1 , the GFAAS method for determining the
concentration of lead in water is different from that for lead in soil or blood.

Graphite Furrace Atomic Absorption Spectroscopy

Techniques (GFAAS)

Methods m Pb in Water Pbin Blood

Protocols EPA

Procedures

Figure 3.2.1 : Chart showing the hierarchical relationship between a technique, methods that use the technique, and
procedures and protocols for a method. The abbreviations are APHA: American Public Health Association, ASTM:
American Society for Testing Materials, EPA: Environmental Protection Agency.
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A procedureis a set of written directions that tell us how to apply a method to
a particular sample, including information on how to collect the sample, how to
handle interferents, and how to validate results. A method may have several
procedures as each analyst or agency adapts it to a specific need. As shown in
Figure 3.2.1 , the American Public Health Agency and the American Society for
Testing Materials publish separate procedures for determining the concentration
of lead in water.

Finally, a protocolis a set of stringent guidelines that specify a procedure that
an analyst must follow if an agency is to accept the results. Protocols are common
when the result of an analysis supports or defines public policy. When
determining the concentration of lead in water under the Safe Drinking Water
Act, for example, the analyst must use a protocol specified by the Environmental
Protection Agency.

There is an obvious order to these four levels of analytical methodology. Ideally,
a protocol uses a previously validated procedure. Before developing and
validating a procedure, a method of analysis must be selected. This requires, in
turn, an initial screening of available techniques to determine those that have the
potential for monitoring the analyte.

3.3: Classifying Analytical Techniques
The analysis of a sample generates a chemical or physical signal that is proportional to
the amount of analyte in the sample. This signal may be anything we can measure, such
as volume or absorbance. It is convenient to divide analytical techniques into two general
classes based on whether the signal is proportional to the mass or moles of analyte, or is
proportional to the analyte’s concentration
Consider the two graduated cylinders in Figure 3.3.1 , each of which contains a solution
of 0.010 M Cu(NOg3).. Cylinder 1 contains 10 mL, or 1.0x10—41.0x10—4 moles of Cu?*,
and cylinder 2 contains 20 mL, or 2.0x10—42.0x10—4 moles of Cu?*. If a technique
responds to the absolute amount of analyte in the sample, then the signal due to the
analyte Sa

Sa=kanga (3.3.1)
where na is the moles or grams of analyte in the sample, and ka is a proportionality
constant. Because cylinder 2 contains twice as many moles of Cu?*as cylinder 1,
analyzing the contents of cylinder 2 gives a signal twice as large as that for cylinder 1.

—_—— S —

Figure 3.3.1 : Two graduated cylinders, each containing 0.10 M
Cu(NO3),. Although the cylinders contain the same concentration of Cu?*, the cylinder on the left contains 1.0x10—41.0x10—4 mol
Cu? and the cylinder on the right contains 2.0x10-42.0x10—4 mol Cu?*.
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A second class of analytical techniques are those that respond to the analyte’s
concentration, G

Sa=kaCa (3.3.2)

Since the solutions in both cylinders have the same concentration of Cu2*, their
analysis yields identical signals.

A technique that responds to the absolute amount of analyte is a total
analysis technique. Mass and volume are the most common signals for a total
analysis technique, and the corresponding techniques are gravimetry (Chapter 8)
and titrimetry (Chapter 9). With a few exceptions, the signal for a total analysis
technique is the result of one or more chemical reactions, the stoichiometry of
which determines the value of k4 in Equation 3.3.13.3.1.

Historically, most early analytical methods used a total analysis technique. For this
reason, total analysis techniques are often called “classical” techniques.

Spectroscopy (Chapter 10) and electrochemistry (Chapter 11), in which an optical
or an electrical signal is proportional to the relative amount of analyte in a sample,
are examples of concentration techniques. The relationship between the signal
and the analyte’s concentration is a theoretical function that depends on
experimental conditions and the instrumentation used to measure the signal. For
this reason the value of k4 in Equation 3.3.23.3.2 is determined experimentally.

Since most concentration techniques rely on measuring an optical or electrical signal, they
also are known as “instrumental” techniques.

3.4: Selecting an Analytical Method

A method is the application of a technique to a specific analyte in a specific matrix.
We can develop an analytical method to determine the concentration of lead in
drinking water using any of the techniques mentioned in the previous section. A
gravimetric method, for example, might precipiate the lead as PbSO4or as
PbCrO4, and use the precipitate’s mass as the analytical signal. Lead forms several
soluble complexes, which we can use to design a complexation titrimetric
method. As shown in Figure 3.2.1, we can use graphite furnace atomic absorption
spectroscopy to determine the concentration of lead in drinking water. Finally,
lead’s multiple oxidation states (Pb°, Pb%+*, Pb*) makes feasible a variety of
electrochemical methods.

Ultimately, the requirements of the analysis determine the best method. In
choosing among the available methods, we give consideration to some or all the
following design criteria: accuracy, precision, sensitivity, selectivity, robustness,
ruggedness, scale of operation, analysis time, availability of equipment, and cost.
Accuracy

Accuracy is how closely the result of an experiment agrees with the “true” or
expected result. We can express accuracy as an absolute error, e
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e = obtained result — expected result

or as a percentage relative error, %e,

obtained result — expected result
Yoer = x 100
expected result

A method’s accuracy depends on many things, including the signal’s source, the
value of k4 in Equation 3.3.1 or Equation 3.3.2, and the ease of handling samples
without loss or contamination. A total analysis technique, such as gravimetry and
titrimetry, often produce more accurate results than does a concentration
technique because we can measure mass and volume with high accuracy, and
because the value of k4 is known exactly through stoichiometry.

Because it is unlikely that we know the true result, we use an expected or
accepted result to evaluate accuracy. For example, we might use a standard
reference material, which has an accepted value, to establish an analytical
method'’s accuracy. You will find a more detailed treatment of accuracy in Chapter
4, including a discussion of sources of errors.

Precision

When a sample is analyzed several times, the individual results vary from trial-
to-trial. Precisionis a measure of this variability. The closer the agreement
between individual analyses, the more precise the results. For example, the
results shown in the upper half of Figure 3.4.1 for the concentration of K* in a
sample of serum are more precise than those in the lower half of Figure 3.4.1 .
It is important to understand that precision does not imply accuracy. That the
data in the upper half of Figure 3.4.1 are more precise does not mean that the
first set of results is more accurate. In fact, neither set of results may be accurate.

() b 4§
XX X
L XXXXX X

58 59 6.1 6.2

ppm K*

(b)
X
X = X XX X XXX, X

pprﬁ K*

58 6.2

Figure 3.4.1 : Two determinations of the concentration of K* in serum, showing the effect of precision on the distribution
of individual results. The data in (a) are less scattered and, therefore, more precise than the data in (b).
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A method’s precision depends on several factors, including the uncertainty in measuring
the signal and the ease of handling samples reproducibly. In most cases we can measure
the signal for a total analysis technique with a higher precision than is the case for a
concentration method.

Confusing accuracy and precision is a common mistake. See Ryder, J.; Clark, A. U. Chem.
Ed. 2002, 6, 1-3, and Tomlinson, J.; Dyson, P. J.; Garratt, J. U. Chem. Ed. 2001, 5,
16-23 for discussions of this and other common misconceptions about the meaning of
error. You will find a more detailed treatment of precision in Chapter 4, including a
discussion of sources of errors.

Sensitivity

The ability to demonstrate that two samples have different amounts of analyte is an
essential part of many analyses. A method’s sensitivity is a measure of its ability to
establish that such a difference is significant. Sensitivity is often confused with a
method’s detection limit, which is the smallest amount of analyte we can determine
with confidence.

Confidence, as we will see in Chapter 4, is a statistical concept that builds on the idea of
a population of results. For this reason, we will postpone our discussion of detection
limits to Chapter 4. For now, the definition of a detection limit given here is sufficient.

Sensitivity is equivalent to the proportionality constant, k4, in Equation
3.3.1 and Equation 3.3.2 [IUPAC Compendium of Chemical Terminology, Electronic
version]. If ASA is the smallest difference we can measure between two signals, then
the smallest detectable difference in the absolute amount or the relative amount of
analyte is

ASy o ac, — ASa

A —
A= ki

suppose, for example, that our analytical signal is a measurement of mass
using a balance whose smallest detectable increment is £0.0001 g. If our
method’s sensitivity is 0.200, then our method can conceivably detect a
difference in mass of as little as

+£0.0001 g

For two methods with the same ASA, the method with the greater sensitivity—that is, the
method with the larger ka—is better able to discriminate between smaller amounts of
analyte.

Specificity and Selectivity
An analytical method is specific if its signal depends only on the analyte [Persson, B-A,;
Vessman, J. Trends Anal. Chem. 1998, 17, 117-119; Persson, B-A; Vessman, J. Trends
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Anal. Chem. 2001, 20, 526-532]. Although specificity is the ideal, few analytical
methods are free from interferences. When an interferent contributes to the signal, we
expand Equation 3.3.1 and Equation 3.3.2 to include its contribution to the sample’s
signal, Ssamp

Ssamp = 54+ St = kana + kg

Ssﬂmp =S, +S1=ksC4 +EkfCy

where S, is the interferent’s contribution to the signal, k; is the interferent’s sensitivity,
and n, and C, are the moles (or grams) and the concentration of interferent in the sample,
respectively.

Selectivity is a measure of a method’s freedom from interferences [ Valcarcel, M.; Gomez-
Hens, A.; Rubio, S. Trends Anal. Chem. 2001, 20, 386—393]. A method’s selectivity for
an interferent relative to the analyte is defined by a selectivity coefficient, Ka,

kr
Kar=—
AT s
which may be positive or negative depending on the signs of &zand ka. The
selectivity coefficient is greater than +1 or less than —1 when the method is more
selective for the interferent than for the analyte.

(3.4.3)

Although k. and k, usually are positive, they can be negative. For example, some
analytical methods work by measuring the concentration of a species that remains after is
reacts with the analyte. As the analyte’s concentration increases, the concentration of the
species that produces the signal decreases, and the signal becomes smaller. If the signal
in the absence of analyte is assigned a value of zero, then the subsequent signals are
negative.

Determining the selectivity coefficient’s value is easy if we already know the
values for k» and k. As shown by Example 3.4.1 , we also can determine Ki:by
measurini S.mpin the presence of and in the absence of the interferent.
+ Example 3.4.1

A method for the analysis of Ca2* in water suffers from an interference in the presence of ZnZ+. When the concentration of Ca2* is 100 times
greater than that of Zn?*, an analysis for Ca?* has a relative error of +0.5%. What is the selectivity coefficient for this method?

Solution

Since only relative concentrations are reported, we can arbitrarily assign absolute concentrations. To make the calculations easy, we will let G =
100 (arbitrary units) and Gz, = 1. A relative error of +0.5% means the signal in the presence of Zn?* is 0.5% greater than the signal in the
absence of ZnZ*. Again, we can assign values to make the calculation easier. If the signal for CuZ* in the absence of Zn?* is 100 (arbitrary units),
then the signal in the presence of Zn?* is 100.5.

The value of kg is determined using Equation 3.3.2

_ Sea 100
~ Ce. 100

kCa
In the presence of Zn2* the signal is given by Equation 3.4.2; thus
Ssamp =100.5 = kcaCca + kzuCrn = (1 x IUU) + kg x 1

Solving for kzn gives its value as 0.5. The selectivity coefficient is

bz :Ezo_s

K, =4
Ca,Zn kCa 1
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If you are unsure why, in the above example, the signal in the presence of zinc is 100.5, note that the percentage relative error for this problem is
given by
obtained result — 100
100

% 100 = 40.5%

Solving gives an obtained result of 100.5.

? Exercise 3.4.1

G
Wang and colleagues describe a fluorescence method for the analysis of Ag™ in water. When analyzing a solution that contains 1.0 x 109 M Ag*
and 1.1 x 10 7 M Ni?*, the fluorescence intensity (the signal) was +4.9% greater than that obtained for a sample of 1.0 x 10°® M Ag*. What is
Kag,ni for this analytical method? The full citation for the data in this exercise is Wang, L.; Liang, A. N.; Chen, H.; Liu, Y.; Qian, B.; Fu, J. Anal. Chim.
Acta 2008, 616, 170-176.
Answer
A selectivity coefficient provides us with a useful way to evaluate an interferent’s potential effect on an analysis. Solving Equation 3.4.3 for kr
kr = KAJI % ka (3.4.4)
and substituting in Equation 3.4.1 and Equation 3.4.2, and simplifying gives
Smmp = kA{nA + KA:[ X TLI} (3.4.5}
Smmp :kA{CA+KA_1 X C]} (3.4.6}

An interferent will not pose a problem as long as the term K41 x ny in Equation 3.4.5 is significantly smaller than ny, or if K41 x Cr in Equation
3.4.6 is significantly smaller than Cg.

+ Example 3.4.2

Bamnett and colleagues developed a method to determine the concentration of codeine (structure shown below) in poppy plants [Barnett, N. W.; Bowser, T. A.;
Geraldi, R. D.; Smith, B. Anal. Chim. Acta 1996, 318, 309- 317]. As part of their study they evaluated the effect of several interferents. For example, the authors
found that equimolar sclutions of codeine and the interferent 6-methoxycodeine gave signals, respectively of 40 and 6 (arbitrary units).

BB

LA

(a) What is the selectivity coefficient for the interferent, 6-methoxycodeine, relative to that for the analyte, codeine.

(b} If we need to know the concentration of codeine with an accuracy of £0.50%, what is the maximum relative concentration of 6-methoxy-codeine that we can
tolerate?

Solution
(a) The signals due to the analyte, 54, and the interferent, S;, are
S4=FksCy Sr=kiCr

Solving these equations for k4 and for k; and substituting into Equation 3.4.4 gives

Because the concentrations of analyte and interferent are equimolar (G, = Cj), the selectivity coefficient is

Sr 6
Ka5= S—A S== 0.15

(b} To achieve an accuracy of better than +0.50% the term K 4 ; = Cy in Equation 3.4.6 must be less than 0.50% of Cy; thus

Kyr = Cp <0.0050 x Cy

Solving this inequality for the ratio Cyf C4 and substituting in the value for K rfrom part (a) gives

Cr . 0.0050 _ 0.0050

= < =0.033
Cy~ Kar 0.15

Therefore, the concentration of 6-methoxycodeine must be less than 3.3% of codeine’s concentration.

When a method's signal is the result of a chemical reaction—for example, when the signal is the mass of a precipitate—there is a good chance that the method is
not very selective and that it is susceptible to an interference.
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? Exercise 3.4.2

Mercury (II) also is an interferent in the fluorescence method for Ag developed by Wang and colleagues (see Practice Exercise 3.4.1). The selectivity coefficient,
Kag,Hg has @ value of —1.0 x 10 .

(a) What is the significance of the selectivity coefficient’s negative sign?

(b) Suppose you plan to use this method to analyze solutions with concentrations of Ag™ no smaller than 1.0 nM. What is the maximum concentration of Hg2*
you can tolerate if your percentage relative errors must be less than +1.0%7?

Answer
(a) A negative value for Kagug means that the presence of Hg?* decreases the signal from Ag*.

(b) In this case we need to consider an error of —1%, since the effect of Hg2* is to decrease the signal from Ag*. To achieve this error, the term Ky1xCrin
Equation 3.4.6 must be less than -1% of Ca; thus

Kpgng x Cg = —0.01 x Cpg

Substituting in known values for Kug g and Cyg, we find that the maximum concentration of Hg%*is 1.0 x 10 % M.

Problems with selectivity also are more likely when the analyte is present at a very low concentration [Rodgers, L. B. J. Chem. Educ. 1986, 63, 3-6].

Look back at Figure 1.1.1, which shows Fresenius’ analytical method for the determination of nickel in ores. The reason there are so many steps in this
procedure is that precipitation reactions generally are not very selective. The method in Figure 1.1.2 includes fewer steps because dimethylglyoxime is a more
selective reagent. Even so, if an ore contains palladium, additional steps are needed to prevent the palladium from interfering.

Robustness and Ruggedness

For a method to be useful it must provide reliable results. Unfortunately, methods
are subject to a variety of chemical and physical interferences that contribute
uncertainty to the analysis. If a method is relatively free from chemical
interferences, we can use it to analyze an analyte in a wide variety of sample
matrices. Such methods are considered robust.

Random variations in experimental conditions introduces uncertainty. If a
method’s sensitivity, &, is too dependent on experimental conditions, such as
temperature, acidity, or reaction time, then a slight change in any of these
conditions may give a significantly different result. A rugged method is relatively
insensitive to changes in experimental conditions.

Scale of Operation

Another way to narrow the choice of methods is to consider three potential
limitations: the amount of sample available for the analysis, the expected
concentration of analyte in the samples, and the minimum amount of analyte
that will produce a measurable signal. Collectively, these limitations define the
analytical method’s scale of operations.

We can display the scale of operations visually (Figure 3.4.2 ) by plotting the
sample’s size on the x-axis and the analyte’s concentration on the p~axis. For
convenience, we divide samples into macro (>0.1 g), meso (10 mg-100 mg),
micro (0.1 mg—10 mgq), and ultramicro (<0.1 mg) sizes, and we divide analytes
into major (>1% w/w), minor (0.01% w/w—-1% w/w), trace (10~7% w/w—0.01%
w/w), and ultratrace (<1077% w/w) components. Together, the analyte’s
concentration and the sample’s size provide a characteristic description for an
analysis. For example, in a microtrace analysis the sample weighs between 0.1
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mg and 10 mg and contains a concentration of analyte between 10~7% w/w and
102% w/w.
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Figure 3.4.2 : Scale of operations for analytical methods. The shaded areas define different types of analyses. The boxed
area, for example, represents a microtrace analysis. The diagonal lines show combinations of sample size and analyte
concentration that contain the same mass of analyte. The three filled circles (), for example, indicate analyses that use
10 mg of analyte. See Sandell, E. B.; Elving, P. J. in Kolthoff, I. M.; Elving, P. J., eds. Treatise on Analytical Chem-istry,
Interscience: New York, Part I, Vol. 1, Chapter 1, pp. 3-6; (b) Potts, L. W. Quantitative Analysis—Theory and Practice,
Harper and Row: New York, 1987, pp. 12 for more details.

The diagonal lines connecting the axes show combinations of sample size and
analyte concentration that contain the same absolute mass of analyte. As shown
in Figure 3.4.2 , for example, a 1-g sample that is 1% w/w analyte has the same
amount of analyte (10 mg) as a 100-mg sample that is 10% w/w analyte, or a
10-mg sample that is 100% w/w analyte.

We can use Figure 3.4.2 to establish limits for analytical methods. If a method’s
minimum detectable signal is equivalent to 10 mg of analyte, then it is best suited
to a major analyte in a macro or meso sample. Extending the method to an
analyte with a concentration of 0.1% w/w requires a sample of 10 g, which rarely
is practical due to the complications of carrying such a large amount of material
through the analysis. On the other hand, a small sample that contains a trace
amount of analyte places significant restrictions on an analysis. For example, a
1-mg sample that is 10#% w/w in analyte contains just 1 ng of analyte. If we
isolate the analyte in 1 mL of solution, then we need an analytical method that
reliably can detect it at a concentration of 1 ng/mL.

It should not surprise you to learn that a total analysis technique typically requires
a macro or a meso sample that contains a major analyte. A concentration
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technique is particularly useful for a minor, trace, or ultratrace analyte in a macro,
meso, or micro sample.

Equipment, Time, and Cost

Finally, we can compare analytical methods with respect to their equipment
needs, the time needed to complete an analysis, and the cost per sample.
Methods that rely on instrumentation are equipment-intensive and may require
significant operator training. For example, the graphite furnace atomic absorption
spectroscopic method for determining lead in water requires a significant capital
investment in the instrument and an experienced operator to obtain reliable
results. Other methods, such as titrimetry, require less expensive equipment and
less training.

The time to complete an analysis for one sample often is fairly similar from
method-to-method. This is somewhat misleading, however, because much of this
time is spent preparing samples, preparing reagents, and gathering together
equipment. Once the samples, reagents, and equipment are in place, the
sampling rate may differ substantially. For example, it takes just a few minutes
to analyze a single sample for lead using graphite furnace atomic absorption
spectroscopy, but several hours to analyze the same sample using gravimetry.
This is a significant factor in selecting a method for a laboratory that handles a
high volume of samples.

The cost of an analysis depends on many factors, including the cost of equipment
and reagents, the cost of hiring analysts, and the number of samples that can be
processed per hour. In general, methods that rely on instruments cost more per
sample then other methods.

Making the Final Choice

Unfortunately, the design criteria discussed in this section are not mutually
independent [Valcarcel, M.; Rios, A. Anal. Chem. 1993, 65, 781A-787A].
Working with smaller samples or improving selectivity often comes at the expense
of precision. Minimizing cost and analysis time may decrease accuracy. Selecting
a method requires carefully balancing the various design criteria. Usually, the
most important design criterion is accuracy, and the best method is the one that
gives the most accurate result. When the need for a result is urgent, as is often
the case in clinical labs, analysis time may become the critical factor.

In some cases it is the sample’s properties that determine the best method. A
sample with a complex matrix, for example, may require a method with excellent
selectivity to avoid interferences. Samples in which the analyte is present at a
trace or ultratrace concentration usually require a concentration method. If the
quantity of sample is limited, then the method must not require a large amount
of sample.
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Determining the concentration of lead in drinking water requires a method that
can detect lead at the parts per billion concentration level. Selectivity is important
because other metal ions are present at significantly higher concentrations. A
method that uses graphite furnace atomic absorption spectroscopy is a common
choice for determining lead in drinking water because it meets these
specifications. The same method is also useful for determining lead in blood
where its ability to detect low concentrations of lead using a few microliters of
sample is an important consideration.

3.5: Developing the Procedure

After selecting a method, the next step is to develop a procedure that accomplish
our goals for the analysis. In developing a procedure we give attention to
compensating for interferences, to selecting and calibrating equipment, to
acquiring a representative sample, and to validating the method.

Compensating for Interferences

A method'’s accuracy depends on its selectivity for the analyte. Even the best method,
however, may not be free from interferents that contribute to the measured signal.
Potential interferents may be present in the sample itself or in the reagents used during
the analysis.

When the sample is free of interferents, the total signal, S, is a sum of the signal due
to the analyte, S;, and the signal due to interferents in the reagents, Sresq,

Stotal = SA + Sreag = kana + Sreag (3.5.1)
Stotai - SA + Srca.g - kACA + Srca.g (352)

Without an independent determination of Seywe cannot solve
Equation 3.5.1 or 3.5.2 for the moles or concentration of analyte.

To determine the contribution of S in Equations 3.5.1 and 3.5.2 we measure
the signal for a method blank, a solution that does not contain the sample.
Consider, for example, a procedure in which we dissolve a 0.1-g sample in a
portion of solvent, add several reagents, and dilute to 100 mL with additional
solvent. To prepare the method blank we omit the sample and dilute the reagents
to 100 mL using the solvent. Because the analyte is absent, Sw:.r for the method
blank is equal to Se.,. Knowing the value for S, makes it is easy to
correct Sww for the reagent’s contribution to the total signal; thus

(Statﬂf — Srﬂﬂg) — SA — kAﬂA

(Sfr:tmi. — Srcag) — SA - kACA
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By itself, a method blank cannot compensate for an interferent that is part of the
sample’s matrix. If we happen to know the interferent’s identity and concentration, then
we can be add it to the method blank; however, this is not a common circumstance and
we must, instead, find a method for separating the analyte and interferent before
continuing the analysis.

A method blank also is known as a reagent blank. When the sample is a liquid, or is in
solution, we use an equivalent volume of an inert solvent as a substitute for the sample.

Calibration

A simple definition of a quantitative analytical method is that it is a mechanism for
converting a measurement, the signal, into the amount of analyte in a sample. Assuming
we can correct for interferents, a quantitative analysis is nothing more than
solving Equation 3.3.1 or Equation 3.3.2 for na or for Ci.

To solve these equations we need the value of ks For a total analysis method usually
we know the value of ks because it is defined by the stoichiometry of the chemical
reactions responsible for the signal. For a concentration method, however, the value
of kausually is a complex function of experimental conditions. A calibrationis the
process of experimentally determining the value of k4 by measuring the signal for one
or more standard samples, each of which contains a known concentration of analyte.

With a single standard we can calculate the value of &4 using Equation 3.3.1 or Equation
3.3.2. When using several standards with different concentrations of analyte, the result
is best viewed visually by plotting Ssversus the concentration of analyte in the
standards. Such a plot is known as a calibration curve, an example of which is shown
in Figure 3.5.1

0.8
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0.2
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i ~
U‘ﬂ_,.'-'". PR (T SR T S [ W S S T . |

0.00 0.20 0.40 0.60 0.80 1.00
Concentration of Analyte (ug/mL)

Figure 3.5.1 : Example of a calibration curve. The filled circles () are the results for five standard samples, each with a
different concentration of analyte, and the line is the best fit to the data determined by a linear regression analysis.
See Chapter 5 for a further discussion of calibration curves and an explanation of linear regression.
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Sampling

Selecting an appropriate method and executing it properly helps us ensure that our
analysis is accurate. If we analyze the wrong sample, however, then the accuracy of our
work is of little consequence.

A proper sampling strategy ensures that our samples are representative of the material
from which they are taken. Biased or nonrepresentative sampling, and contaminating
samples during or after their collection are two examples of sampling errors that can
lead to a significant error in accuracy. It is important to realize that sampling errors are
independent of errors in the analytical method. As a result, we cannot correct a sampling
error in the laboratory by, for example, evaluating a reagent blank.

Chapter 7 provides a more detailed discussion of sampling, including strategies for
obtaining representative samples.

Validation

If we are to have confidence in our procedure we must demonstrate that it can provide
acceptable results, a process we call validation. Perhaps the most important part of
validating a procedure is establishing that its precision and accuracy are appropriate for
the problem we are trying to solve. We also ensure that the written procedure has
sufficient detail so that different analysts or laboratories will obtain comparable results.
Ideally, validation uses a standard sample whose composition closely matches the
samples we will analyze. In the absence of appropriate standards, we can evaluate
accuracy by comparing results to those obtained using a method of known accuracy.

3.6: Protocols

Earlier we defined a protocol as a set of stringent written guidelines that specify
an exact procedure that we must follow if an agency is to accept the results of
our analysis. In addition to the considerations that went into the procedure’s
design, a protocol also contains explicit instructions regarding internal and
external quality assurance and quality control (QA/@QC) procedures [Amore,
F. Anal. Chem. 1979, 51, 1105A-1110A; Taylor, 1. K. Anal. Chem. 1981, 53,
1588A—-1593A]. The goal of internal QA/QC is to ensure that a laboratory’s work
is both accurate and precise. External QA/QC is a process in which an external
agency certifies a laboratory.

As an example, let’s outline a portion of the Environmental Protection Agency’s
protocol for determining trace metals in water by graphite furnace atomic
absorption spectroscopy as part of its Contract Laboratory Program (CLP). The
CLP protocol (see Figure 3.6.1 ) calls for an initial calibration using a method
blank and three standards, one of which is at the detection limit. The resulting
calibration curve is verified by analyzing initial calibration verification (ICV) and
initial calibration blank (ICB) samples. The lab’s result for the ICV sample must
fall within £10% of its expected concentration. If the result is outside this limit
the analysis is stopped and the problem identified and corrected before
continuing.
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Figure 3.6.1 : Schematic diagram showing a portion of the EPA’s protocol for determining trace metals in water using
graphite furnace atomic absorption spectrometry. The abbreviations are ICV: initial calibration verification; ICB: initial
calibration blank; CCV: continuing calibration verification; CCB: continuing calibration blank.

No

After a successful analysis of the ICV and ICB samples, the lab reverifies
the calibration by analyzing a continuing calibration verification (CCV)
sample and a continuing calibration blank (CCB). Results for the CCV also
must be within £10% of its expected concentration. Again, if the lab’s
result for the CCV is outside the established limits, the analysis is stopped,
the problem identified and corrected, and the system recalibrated as
described above. Additional CCV and the CCB samples are analyzed before
the first sample and after the last sample, and between every set of ten
samples. If the result for any CCV or CCB sample is unacceptable, the
results for the last set of samples are discarded, the system is recalibrated,
and the samples reanalyzed. By following this protocol, each result is bound
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by successful checks on the calibration. Although not shown in Figure 3.6.1,
the protocol also contains instructions for analyzing duplicate or split
samples, and for using spike tests to verify accuracy.

3.7: The Importance of Analytical Methodology

The importance of the issues raised in this chapter is evident if we examine
environmental monitoring programs. The purpose of a monitoring program is to
determine the present status of an environmental system, and to assess long
term trends in the system’s health. These are broad and poorly defined goals. In
many cases, an environmental monitoring program begins before the essential
questions are known. This is not surprising since it is difficult to formulate
questions in the absence of results. Without careful planning, however, a poor
experimental design may result in data that has little value.

These concerns are illustrated by the Chesapeake Bay Monitoring Program. This
research program, designed to study nutrients and toxic pollutants in the
Chesapeake Bay, was initiated in 1984 as a cooperative venture between the
federal government, the state governments of Maryland, Virginia, and
Pennsylvania, and the District of Columbia. A 1989 review of the program
highlights the problems common to many monitoring programs [D’Elia, C. F.;
Sanders, 1. G.; Capone, D. G. Envrion. Sci. Technol. 1989, 23, 768—774].

At the beginning of the Chesapeake Bay monitoring program, little attention was
given to selecting analytical methods, in large part because the eventual use of
the data was not yet specified. The analytical methods initially chosen were
standard methods already approved by the Environmental Protection Agency
(EPA). In many cases these methods were not useful because they were designed
to detect pollutants at their legally mandated maximum allowed concentrations.
In unpolluted waters, however, the concentrations of these contaminants often
are well below the detection limit of the EPA methods. For example, the detection
limit for the EPA approved standard method for phosphate was 7.5 ppb. Since
the actual phosphate concentrations in Chesapeake Bay were below the EPA
method’s detection limit, it provided no useful information. On the other hand,
the detection limit for a non-approved variant of the EPA method, a method
routinely used by chemical oceanographers, was 0.06 ppb, a more realistic
detection limit for their samples. In other cases, such as the elemental analysis
for particulate forms of carbon, nitrogen and phosphorous, EPA approved
procedures provided poorer reproducibility than nonapproved methods.

3.8: Problems

1. When working with a solid sample, often it is necessary to bring the
analyte into solution by digesting the sample with a suitable solvent. Any
remaining solid impurities are removed by filtration before continuing with
the analysis. In a typical total analysis method, the procedure might read

"After digesting the sample in a beaker using approximately 25 mL of
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solvent, remove any solid impurities that remain by passing the solution
the analyte through filter paper, collecting the filtrate in a clean
Erlenmeyer flask. Rinse the beaker with several small portions of solvent,
passing these rinsings through the filter paper and collecting them in the
same Erlenmeyer flask. Finally, rinse the filter paper with several portions
of solvent, collecting the rinsings in the same Erlenmeyer flask."

For a typical concentration method, however, the procedure might state

"After digesting the sample in a beaker using 25.00 mL of solvent, remove
any solid impurities by filtering a portion of the solution containing the
analyte. Collect and discard the first several mL of filtrate before collecting
a sample of 5.00 mL for further analysis."

Explain why these two procedures are different.

. A certain concentration method works best when the analyte’s
concentration is approximately 10 ppb.

(a) If the method requires a sample of 0.5 mL, about what mass of analyte
is being measured?

(b) If the analyte is present at 10% w/v, how would you prepare the
sample for analysis?

(c) Repeat for the case where the analyte is present at 10% w/w.

(d) Based on your answers to parts (a)-(c), comment on the method’s
suitability for the determination of a major analyte.

. An analyst needs to evaluate the potential effect of an interferent, 7, on
the quantitative analysis for an analyte, A. She begins by measuring the
signal for a sample in which the interferent is absent and the analyte is
present with a concentration of 15 ppm, obtaining an average signal of
23.3 (arbitrary units). When she analyzes a sample in which the analyte is
absent and the interferent is present with a concentration of 25 ppm, she
obtains an average signal of 13.7.

(a) What is the sensitivity for the analyte?
(b) What is the sensitivity for the interferent?
(¢) What is the wvalue of the selectivity coefficient?
(d) Is the method more selective for the analyte or the interferent?

(e) What is the maximum concentration of interferent relative to that of
the analyte if the error in the analysis is to be less than 1%?
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4. A sample is analyzed to determine the concentration of an analyte. Under
the conditions of the analysis the sensitivity is 17.2 ppm™. What is the
analyte’s concentration if Swtaris 35.2 and Sreag is 0.67

5. A method for the analysis of Ca?* in water suffers from an interference in
the presence of Zn?*. When the concentration of Ca%* is 50 times greater
than that of Zn2*, an analysis for Ca2* gives a relative error of —2.0%.
What is the value of the selectivity coefficient for this method?

6. The quantitative analysis for reduced glutathione in blood is complicated
by many potential interferents. In one study, when analyzing a solution of
10.0 ppb glutathione and 1.5 ppb ascorbic acid, the signal was 5.43 times
greater than that obtained for the analysis of 10.0 ppb glutathione
[Jiménez-Prieto, R.; Velasco, A.; Silva, M; Pérez-Bendito, D. Anal. Chem.
Acta 1992, 269, 273— 279]. What is the selectivity coefficient for this
analysis? The same study found that analyzing a solution of 3.5x102 ppb
methionine and 10.0 ppb glutathione gives a signal that is 0.906 times less
than that obtained for the analysis of 10.0 ppb glutathione. What is the
selectivity coefficient for this analysis? In what ways do these interferents
behave differently?

7. Oungpipat and Alexander described a method for determining the
concentration of glycolic acid (GA) in a variety of samples, including
physiological fluids such as urine [Oungpipat, W.; Alexander, P. W. Anal.
Chim. Acta 1994, 295, 36—46]. In the presence of only GA, the signal is

Ssa.mp,l = kGACGA

and in the presence of both glycolic acid and ascorbic acid (AA), the signal is

Ssamp2 = kcaCoa + kaaCaa
When the concentration of glycolic acid is 1.0 x 10~ M and the concentration of ascorbic acid is 1.0 x 10~® M, the ratio of their signals is
Ssam;uﬂ

=144
Ssamp:l

1. (@) Using the ratio of the two signals, determine the value of the selectivity
ratio AGaaa.

(b) Is the method more selective toward glycolic acid or ascorbic acid?

(c) If the concentration of ascorbic acid is 1.0x10° M, what is the
smallest concentration of glycolic acid that can be determined such that
the error introduced by failing to account for the signal from ascorbic acid
is less than 1%?

2. Ibrahim and co-workers developed a new method for the quantitative
analysis of hypoxanthine, a natural compound of some nucleic acids
[Ibrahim, M. S.; Ahmad, M. E.; Temerk, Y. M.; Kaucke, A. M. Anal. Chim.
Acta 1996, 328 47-52]. As part of their study they evaluated the
method’s selectivity for hypoxanthine in the presence of several possible
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interferents, including ascorbic acid.

(a) When analyzing a solution of 1.12x10°® M hypoxanthine the authors
obtained a signal of 7.45x107° amps. What is the sensitivity for
hypoxanthine? You may assume the signal has been corrected for the
method blank.

(b) When a solution containing 1.12x10°%M  hypoxanthine
and 6.5x107> M ascorbic acid is analyzed a signal of 4.04x10° amps is
obtained. What is the selectivity coefficient for this method?

(c) Is the method more selective for hypoxanthine or for ascorbic acid?

(d) What is the largest concentration of ascorbic acid that may be present
if a concentration of 1.12x10°¢ M hypoxanthine is to be determined
within 1.0%?

3. Examine a procedure from Standard Methods for the Analysis of Waters
and Wastewaters (or another manual of standard analytical methods) and
identify the steps taken to compensate for interferences, to calibrate
equipment and instruments, to standardize the method, and to acquire a
representative sample.

4: Evaluating Analytical Data

When we use an analytical method we make three separate evaluations of
experimental error. First, before we begin the analysis we evaluate potential sources
of errors to ensure they will not adversely effect our results. Second, during the
analysis we monitor our measurements to ensure that errors remain acceptable.
Finally, at the end of the analysis we evaluate the quality of the measurements and
results, and compare them to our original design criteria. This chapter provides an
introduction to sources of error, to evaluating errors in analytical measurements, and
to the statistical analysis of data.

4.1: Characterizing Measurements and Results

Let's begin by choosing a simple quantitative problem that requires a single
measurement: What is the mass of a penny? You probably recognize that our
statement of the problem is too broad. For example, are we interested in the
mass of a United States penny or of a Canadian penny, or is the difference
relevant? Because a penny’s composition and size may differ from country to
country, let’s narrow our problem to pennies from the United States.

There are other concerns we might consider. For example, the United States Mint
produces pennies at two locations (Figure 4.1.1 ). Because it seems unlikely that
a penny’s mass depends on where it is minted, we will ignore this concern.
Another concern is whether the mass of a newly minted penny is different from
the mass of a circulating penny. Because the answer this time is not obvious,
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let’s further narrow our question and ask “"What is the mass of a circulating United
States Penny?”

Figure 4.1.1 : An uncirculated 2005 Lincoln head penny. The “D” below the date indicates that this penny was produced
at the United States Mint at Denver, Colorado. Pennies produced at the Philadelphia Mint do not have a letter below the
date. Source: United States Mint image.

A good way to begin our analysis is to gather some preliminary data. Table
4.1.1 shows masses for seven pennies collected from my change jar. In
examining this data we see that our question does not have a simple
answer. That is, we can not use the mass of a single penny to draw a
specific conclusion about the mass of any other penny (although we might
reasonably conclude that all pennies weigh at least 3 g). We can, however,
characterize this data by reporting the spread of the individual
measurements around a central value.

Table 4.1.1 : Masses of Seven Circulating U. S. Pennies

Penny Mass (g)
1 3.080
2 3.094
3 3,107
4 3.056
5 3.112
6 3.174
7 3,198

Measures of Central Tendency

One way to characterize the data in Table 4.1.1 is to assume that the masses of
individual pennies are scattered randomly around a central value that is the
best estimate of a penny’s expected, or “true” mass. There are two common
ways to estimate central tendency: the mean and the median.
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Mean
The mean, X, is the numerical average for a data set. We calculate the mean by dividing the sum of the individual values by the size of the data set

_ Z?:l X'x

n

where X is the f' measurement, and n is the size of the data set.

+ Example 4.1.1

What is the mean for the data in Table 4.1.1 ?

X

Solution
To calculate the mean we add together the results for all measurements
3.080 4 3.094 + 3.107 4+ 3.056 + 3.112 + 3.174 4+ 3.198 = 21.821 g

and divide by the number of measurements

—  21.821
X=" & _3117g

The mean is the most common estimate of central tendency. It is not a robust
estimate, however, because a single extreme value—one much larger or much
smaller than the remainder of the data—influences strongly the mean’s value
[Rousseeuw, P. J. J. Chemom. 1991, 5, 1-20]. For example, if we accidently
record the third penny’s mass as 31.07 g instead of 3.107 g, the mean changes
from 3.117 gto 7.112 g!

An estimate for a statistical parameter is robust if its value is not affected too much by
an unusually large or an unusually small measurement.

[Median

The median, 3(:, is the middle value when we order our data from the smallest to the largest value. When the data has an odd number of values, the
median is the middle value. For an even number of values, the median is the average of the n/2 and the (n/2) + 1 values, where nis the size of the
data set.

When n = 5, the median is the third value in the ordered data set; for n = 6, the median is the average of the third and fourth members of the
ordered data set.

+ Example 4.1.2

What is the median for the data in Table 4.1.1 ?
Solution
To determine the median we order the measurements from the smallest to the largest value

3.056 3.080 3.094 3.107 3.112 3.174 3.198

Because there are seven measurements, the median is the fourth value in the ordered data; thus, the median is 3.107 g.

As shown by Example 4.1.1 and Example 4.1.2 , the mean and the median
provide similar estimates of central tendency when all measurements are
comparable in magnitude. The median, however, is a more robust estimate
of central tendency because it is less sensitive to measurements with
extreme values. For example, if we accidently record the third penny’s
mass as 31.07 g instead of 3.107 g, the median’s value changes from 3.107
gto 3.112 g.
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Measures of Spread

If the mean or the median provides an estimate of a penny’s expected mass, then the
spread of individual measurements about the mean or median provides an estimate of
the difference in mass among pennies or of the uncertainty in measuring mass with a
balance. Although we often define the spread relative to a specific measure of central
tendency, its magnitude is independent of the central value. Although shifting all
measurements in the same direction by adding or subtracting a constant value changes
the mean or median, it does not change the spread. There are three common measures of
spread: the range, the standard deviation, and the variance.

Problem 13 at the end of the chapter asks you to show that this is true.
Range

The range, w, is the difference between a data set’s largest and smallest
values.

w= Xla.rgest — Xemallest

The range provides information about the total variability in the data set, but does not provide information about the distribution of individual values.
The range for the data in Table 4.1.1 is

w=3108g—3.056g=0142¢g

Standard Deviation

The standard deviation, s, describes the spread of individual values about their mean, and is given as

(4.1.1)

where X; is one of the n individual values in the data set, and X is the data set's mean value. Frequently, we report the relative standard deviation,

s, instead of the absolute standard deviation.

| e

The percent relative standard deviation, %s;, is s, x 100,

The relative standard deviation is important because it allows for a more meaningful comparison between data sets when the individual
measurements differ significantly in magnitude. Consider again the data in Table 4.1.1 . If we multiply each value by 10, the absolute standard
deviation will increase by 10 as well; the relative standard deviation, however, is the same.
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+ Example 4.1.3

Report the standard deviation, the relative standard deviation, and the percent relative standard deviation for the data in Table 4.1.1 7
Solution

To calculate the standard deviation we first calculate the difference between each measurement and the data set’s mean value (3.117), square the resulting
differences, and add them together to find the numerator of Equation 4.1.1

(3.080 — 3.117)2 = (- 0.037)% = 0.001360
(3.094 — 3.117)% = (—0.023)? = 0.000529
(3.107 — 3.117)* = (—0.010)* = 0.000100
(3.056 — 3.117)% = (- 0.061)® = 0.003721
(3.112 — 3.117)% = (—0.005) = 0.000025
(3.174 — 3.117)% = (+0.057) = 0.003249
(3.198 — 3.117)* = (10.081)% = 0.006561

0.015554

For obvious reasons, the numerator of Equation 4.1.1 is called a sum of squares. Next, we divide this sum of squares by n— 1, where n is the number of
measurements, and take the square root.

%s, = (0.016) x 100 = 1.6%

It is much easier to determine the standard deviation using a scientific calculator with built in statistical functions.

Many scientific calculators include two keys for calculating the standard deviation.
One key calculates the standard deviation for a data set of 7 samples drawn from
a larger collection of possible samples, which corresponds to Equation 4.1.1The
other key calculates the standard deviation for all possible samples. The latter is
known as the population’s standard deviation, which we will cover later in this
chapter. Your calculator’s manual will help you determine the appropriate key for
each.

Variance

Another common measure of spread is the variance, which is the square of the
standard deviation. We usually report a data set’s standard deviation, rather than
its variance, because the mean value and the standard deviation share the same
unit. As we will see shortly, the variance is a useful measure of spread because
its values are additive.

+ Example 4.1.4

What is the variance for the data in Table 4.1.1 ?
Solution
The variance is the square of the absolute standard deviation. Using the standard deviation from Example 4.1.3 gives the variance as

5* = (0.051)7 = 0.0026
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Exercise 4.1.1

The following data were collected as part of a quality control study for the analysis of sodium in serum; results are concentrations of Na* in mmaol/L.
140 143 141 137 132 157 143 149 118 145

Report the mean, the median, the range, the standard deviation, and the variance for this data. This data is a portion of a larger data set from Andrew, D. F;
Herzberg, A. M. Data: A Collection of Problems for the Student and Research Worker, Springer-Verlag:New York, 1985, pp. 151-155.

Answer

Mean: To find the mean we add together the individual measurements and divide by the number of measurements. The sum of the 10 concentrations is 1405.
Dividing the sum by 10, gives the mean as 140.5, or 1.40 x 10? mmol/L.

Median: To find the median we arrange the 10 measurements from the smallest concentration to the largest concentration; thus

118 132 137 140 141 143 143 145 149 157
The median for a data set with 10 members is the average of the fifth and sixth values; thus, the median is (141 + 143)/2, or 142 mmol/L.
Range: The range is the difference between the largest value and the smallest value; thus, the range is 157 — 118 = 39 mmel/L.

Standard Deviation: To calculate the standard deviation we first calculate the absolute difference between each measurement and the mean value (140.5),
square the resulting differences, and add them together. The differences are

and the squared differences are
025 6.25 025 1225 72.25 27225 6.25 7225 506.25 20.25
The total sum of squares, which is the numerator of Equation 4.1.1, is 968.50. The standard deviation is

96850
s— /29850 _ 4037~ 104
Vio—1

Variance: The variance is the square of the standard deviation, or 108.

4.2: Characterizing Experimental Errors

Characterizing a penny’s mass using the data in Table 4.1.1 suggests two
questions. First, does our measure of central tendency agree with the penny’s
expected mass? Second, why is there so much variability in the individual
results? The first of these questions addresses the accuracy of our
measurements and the second addresses the precision of our measurements.
In this section we consider the types of experimental errors that affect accuracy
and precision.

Errors That Affect Accuracy

Accuracy is how close a measure of central tendency is to its expected value, L.
We express accuracy either as an absolute error, e

e=X—p (4.2.1)

or as a percent relative error, %e

% 100 (4.2.2)

Although Equation 4.2.1 and Equation 4.2.2 use the mean as the measure of
central tendency, we also can use the median.

The convention for representing a statistical parameter is to use a Roman letter for a
value calculated from experimental data, and a Greek letter for its corresponding
expected value. For example, the experimentally determined = mean is and its

underlying expected value is . Likewise, the experimental standard deviation is s and
the underlying expected value is G.
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We identify as determinate an error that affects the accuracy of an analysis.
Each source of a determinate error has a specific magnitude and sign. Some
sources of determinate error are positive and others are negative, and some
are larger in magnitude and others are smaller in magnitude. The cumulative
effect of these determinate errors is a net positive or negative error in accuracy.

It is possible, although unlikely, that the positive and negative determinate errors will
offset each other, producing a result with no net error in accuracy.

We assign determinate errors into four categories—sampling errors, method
errors, measurement errors, and personal errors—each of which we consider in
this section.

Sampling Errors

A determinate sampling error occurs when our sampling strategy does not
provide a us with a representative sample. For example, if we monitor the
environmental quality of a lake by sampling from a single site near a point
source of pollution, such as an outlet for industrial effluent, then our results will
be misleading. To determine the mass of a U. S. penny, our strategy for
selecting pennies must ensure that we do not include pennies from other
countries.

An awareness of potential sampling errors especially is important when we
work with heterogeneous materials. Strategies for obtaining representative
samples are covered in Chapter 5.

Method Errors

In any analysis the relationship between the signal, Sww, and the absolute amount of
analyte, na, or the analyte’s concentration, Ch, iS

Stotal = kaCa + Smp (4.2.4)

Where ka is the method’s sensitivity for the analyte and Sy is the signal from the method
blank. A method error exists when our value for ks or for Sy is in error. For example, a
method in which S, IS the mass of a precipitate assumes that k is defined by a pure
precipitate of known stoichiometry. If this assumption is not true, then the resulting
determination of ny or C, is inaccurate. We can minimize a determinate error in ka by
calibrating the method. A method error due to an interferent in the reagents is minimized
by using a proper method blank.

Measurement Errors

The manufacturers of analytical instruments and equipment, such as glassware
and balances, usually provide a statement of the item’s
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maximum measurement error, or tolerance. For example, a 10-mL
volumetric pipet (Figure 4.2.1 ) has a tolerance of £0.02 mL, which means the
pipet delivers an actual volume within the range 9.98-10.02 mL at a temperature
of 20 °C. Although we express this tolerance as a range, the error is determinate;
that is, the pipet’s expected volume, L, is a fixed value within this stated range.

Figure 4.2.1 : Close-up of a 10-mL volumetric pipet showing that it has a tolerance of =0.02 mL at 20 °C.

Volumetric glassware is categorized into classes based on its relative
accuracy. Class A glassware is manufactured to comply with tolerances
specified by an agency, such as the National Institute of Standards and
Technology or the American Society for Testing and Materials. The
tolerance level for Class A glassware is small enough that normally we can
use it without calibration. The tolerance levels for Class B glassware usually
are twice that for Class A glassware. Other types of volumetric glassware,
such as beakers and graduated cylinders, are not used to measure volume
accurately. Table 4.2.1 provides a summary of typical measurement errors
for Class A volumetric glassware. Tolerances for digital pipets and for
balances are provided in Table 4.2.2 and Table 4.2.3.

Table 4.2.1 : Measurement Errors for Type A Volumetric Glassware
Transfer Pipets Wolumetric Flasks Burets

Capacity (mL) Tolerance {mL) Capacity (mL) Tolerance {mL) Capacity (mL) Tolerance (mL)

1 +0.006 5 +0.02 10 +0.02
2 +0.006 10 +0.02 25 +0.03
5 +0.01 25 +0.03 50 +0.05
10 +0.02 50 +0.05

20 +0.02 100 +0.08

25 +0.03 250 +0.12

50 +0.05 500 +0.20
100 +0.08 1000 +0.30

2000
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Table 4.2.2 : Measurement Errors for Digital Pipets
Pipet Range Volume (mL or L) Percent Measurement Error

10-100 pL 10 +3.0%

50 +1.0%

100 +0.8%

100-1000 pL 100 +32.0%
500 +1.0%
1000 +0.6%
1-10 mL 1 +3.0%
5 +0.8%
10 +0.6%
Table 4.2.3 : Measurement Errors for Selected Balances
Balance Capadity (g) Measurement Error
Precisa 160M 160 +1 mg
A & D ER 120M 120 +0.1 mg
Metler H54 160 +0.01 mg

We can minimize a determinate measurement error by calibrating our equipment.
Balances are calibrated using a reference weight whose mass we can trace back
to the SI standard kilogram. Volumetric glassware and digital pipets are calibrated
by determining the mass of water delivered or contained and using the density
of water to calculate the actual volume. It is never safe to assume that a
calibration does not change during an analysis or over time. One study, for
example, found that repeatedly exposing volumetric glassware to higher
temperatures during machine washing and oven drying, led to small, but
significant changes in the glassware’s calibration [Castanheira, I.; Batista, E.;
Valente, A.; Dias, G.; Mora, M.; Pinto, L.; Costa, H. S. Food Contro/ 2006, 17,
719-726]. Many instruments drift out of calibration over time and may require
frequent recalibration during an analysis.

Personal Errors

Finally, analytical work is always subject to personal error, examples of which
include the ability to see a change in the color of an indicator that signals the
endpoint of a titration, biases, such as consistently overestimating or
underestimating the value on an instrument’s readout scale, failing to calibrate
instrumentation, and misinterpreting procedural directions. You can minimize
personal errors by taking proper care.

Identifying Determinate Errors

Determinate errors often are difficult to detect. Without knowing the expected
value for an analysis, the usual situation in any analysis that matters, we often
have nothing to which we can compare our experimental result. Nevertheless,
there are strategies we can use to detect determinate errors.
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The magnitude of a constant determinate error is the same for all samples and
is more significant when we analyze smaller samples. Analyzing samples of
different sizes, therefore, allows us to detect a constant determinate error. For
example, consider a quantitative analysis in which we separate the analyte from
its matrix and determine its mass. Let’s assume the sample is 50.0% w/w analyte.
As we see in Table 4.2.4 , the expected amount of analyte in a 0.100 g sample
is 0.050 g. If the analysis has a positive constant determinate error of 0.010 g,
then analyzing the sample gives 0.060 g of analyte, or an apparent concentration
of 60.0% w/w. As we increase the size of the sample the experimental results
become closer to the expected result. An upward or downward trend in a graph
of the analyte’s experimental concentration versus the sample’s mass (Figure
4.2.2 ) is evidence of a constant determinate error.

Table 4.2.4 : Effect of a Constant Determinate Error on the Analysis of a Sample That is 50.0% w/w Analyte

Experimental
Concentration of Analyte (%
wiw)

Expected Mass
of Analyte {g)

Experimental

(
Mass of Sample (g) Mass of Analyte (g)

Constant Error (g)

0.100 0.050 0.010 0.060 60.0
0.200 0.100 0.010 0.110 55.0
0.400 0.200 0.010 0.210 52.5
0.800 0.400 0.010 0.410 51.2
1.600 0.800 0.010 0.810 50.6

obtained concentration
of analyte (Yow/w)

T
05 1.0 15 20
mass of sample (g)

Figure 4.2.2 : Effect of a constant positive determinate error of +0.01 g and a constant negative determinate error of —0.01 g on the determination of an analyte in
samples of varying size. The analyte’s expected concentration of 50% w/w is shown by the dashed line.

A proportional determinate error, in which the error's magnitude
depends on the amount of sample, is more difficult to detect because the
result of the analysis is independent of the amount of sample. Table 4.2.5
outlines an example that shows the effect of a positive proportional error
of 1.0% on the analysis of a sample that is 50.0% w/w in analyte.
Regardless of the sample’s size, each analysis gives the same result of
50.5% w/w analyte.

Table 4.2.5 : Effect of a Proportional Determinate Error on the Analysis of a Sample That is 50.0% w/w Analyte

Experimental

Expected Mass Propartional EpiuEiz] Concentration of Analyte (%

Mass of Sample (g)

of Analyte (g} Error (%) Mass of Analyte (g) i)
0.100 0.050 1.00 0.0505 50,3
0.200 0.100 1.00 0.101 50.3
0.400 0.200 1.00 0.202 50.3
0.800 0.400 1.00 0.404 50.5
1.600 0.800 1.00 0.808 50.5

One approach for detecting a proportional determinate error is to analyze
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a standard that contains a known amount of analyte in a matrix similar to
our samples. Standards are available from a variety of sources, such as the
National Institute of Standards and Technology (where they are called
Standard Reference Materials) or the American Society for Testing and
Materials. Table 4.2.6 , for example, lists certified values for several
analytes in a standard sample of Gingko biloba leaves. Another approach
is to compare our analysis to an analysis carried out using an independent
analytical method that is known to give accurate results. If the two
methods give significantly different results, then a determinate error is the
likely cause.

Table 4.2.6 : Certified Concentrations for SRM 3246: Gingko bilbo (Leaves)

Class of Analyte Analyte Mass Fraction (mg/g or ng/g)
Flavonoids/Ginkgolide B {mass fraction in mag/g) Qurecetin 2.69 + 031
Kaempferol 3.02+ 041
Isorhamnetin 0.517 + 0.0.99
Total Aglycones 6.22 + 0.77
Selected Terpenes (mass fraction in mg/g) Ginkgolide A 057 +0.28
Ginkgolide B 0.470 + 0.090
Ginkgolide C 0.59 + 0.22
Ginkgolide J 0.18+0.10
Bilobalide 1.52 4 0.40
Total Terpene Lactones 33+11
Selected Toxic Elements (mass fraction in ng/g) Cadmium 20.8 +1.0
Lead 995 + 30
Mercury 23.08 + 017

The primary purpose of this Standard Reference Material is to validate analytical
methods for determining flavonoids, terpene lactones, and toxic elements
in Ginkgo biloba or other materials with a similar matrix. Values are from the
official Certificate of Analysis available at www.nist.gov.

Constant and proportional determinate errors have distinctly different sources,
which we can define in terms of the relationship between the signal and the
moles or concentration of analyte (Equation 4.2.3 and Equation 4.2.4). An invalid
method blank, S, is a constant determinate error as it adds or subtracts the
same value to the signal. A poorly calibrated method, which yields an invalid
sensitivity for the analyte, 44, results in a proportional determinate error.

Errors that Affect Precision
As we saw in Section 4.1, precision is a measure of the spread of individual

measurements or results about a central value, which we express as a range, a
standard deviation, or a variance. Here we draw a distinction between two types
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of precision: repeatability and reproducibility. Repeatability is the precision
when a single analyst completes an analysis in a single session using the same
solutions, equipment, and instrumentation. Reproducibility, on the other hand,
is the precision under any other set of conditions, including between analysts or
between laboratory sessions for a single analyst. Since reproducibility includes
additional sources of variability, the reproducibility of an analysis cannot be better
than its repeatability.

The ratio of the standard deviation associated with reproducibility to the standard
deviation associated with repeatability is called the Horowitz ratio. For a wide
variety of analytes in foods, for example, the median Horowtiz ratio is 2.0 with
larger values for fatty acids and for trace elements; see Thompson, M.; Wood, R.
“The ‘Horowitz Ratio-A Study of the Ratio Between Reproducibility and
Repeatability in the Analysis of Foodstuffs,” Anal. Methods, 2015, 7, 375-379.

Errors that affect precision are indeterminate and are characterized by random
variations in their magnitude and their direction. Because they are random,
positive and negative indeterminate errors tend to cancel, provided that we
make a sufficient number of measurements. In such situations the mean and the
median largely are unaffected by the precision of the analysis.

Sources of Indeterminate Error

We can assign indeterminate errors to several sources, including collecting
samples, manipulating samples during the analysis, and making measurements.
When we collect a sample, for instance, only a small portion of the available
material is taken, which increases the chance that small-scale inhomogeneities in
the sample will affect repeatability. Individual pennies, for example, may show
variations in mass from several sources, including the manufacturing process and
the loss of small amounts of metal or the addition of dirt during circulation. These
variations are sources of indeterminate sampling errors.

During an analysis there are many opportunities to introduce indeterminate
method errors. If our method for determining the mass of a penny includes
directions for cleaning them of dirt, then we must be careful to treat each penny
in the same way. Cleaning some pennies more vigorously than others might
introduce an indeterminate method error.

Finally, all measuring devices are subject to indeterminate measurement errors
due to limitations in our ability to read its scale. For example, a buret with scale
divisions every 0.1 mL has an inherent indeterminate error of £0.01-0.03 mL
when we estimate the volume to the hundredth of a milliliter (Figure 4.2.3).

BT

Eal

Figure 4.2.3 : Clese-up of a buret showing the difficulty in estimating volume. With scale divisions every 0.1 mL it is difficult to read the actual volume to better than
+0.01—0.03 mL.
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Evaluating Indeterminate Error

Indeterminate errors associated with our analytical equipment or instrumentation
generally are easy to estimate if we measure the standard deviation for several
replicate measurements, or if we monitor the signal’s fluctuations over time in
the absence of analyte (Figure 4.2.4 ) and calculate the standard deviation. Other
sources of indeterminate error, such as treating samples inconsistently, are more
difficult to estimate.

Signal (arbit-ary unts)

Time (5)

Figure 4.2.4 : Background noise in an instrument showing the random fluctuations in the signal.

To evaluate the effect of an indeterminate measurement error on our
analysis of the mass of a circulating United States penny, we might make
several determinations of the mass for a single penny (Table 4.2.7 ). The
standard deviation for our original experiment (see Table 4.1.1) is 0.051 g,
and it is 0.0024 g for the data in Table 4.2.7 . The significantly better
precision when we determine the mass of a single penny suggests that the
precision of our analysis is not limited by the balance. A more likely source
of indeterminate error is a variability in the masses of individual pennies.

Table 4.2.7 : Replicate Determinations of the Mass of a Single Circulating U. S. Penny

Replicate Mass (g) Replicate Mass (g)
1 3.025 6 3.023
2 3.024 7 3.022
3 3.028 8 3.021
4 3.027 9 3.026
5 3.028 10 3.024

In Section 4.5 we will discuss a statistical method—the ~test—that you
can use to show that this difference is significant.
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Error and Uncertainty

Analytical chemists make a distinction between error and uncertainty [Ellison, S.;
Wegscheider, W.; Williams, A. Anal. Chem. 1997, 69, 607A—613A]. Erroris the
difference between a single measurement or result and its expected value. In
other words, error is a measure of bias. As discussed earlier, we divide errors
into determinate and indeterminate sources. Although we can find and correct a
source of determinate error, the indeterminate portion of the error remains.

Uncertainty expresses the range of possible values for a measurement or result.
Note that this definition of uncertainty is not the same as our definition of
precision. We calculate precision from our experimental data and use it to
estimate the magnitude of indeterminate errors. Uncertainty accounts for all
errors—both determinate and indeterminate—that reasonably might affect a
measurement or a result. Although we always try to correct determinate errors
before we begin an analysis, the correction itself is subject to uncertainty.

Here is an example to help illustrate the difference between precision and
uncertainty. Suppose you purchase a 10-mL Class A pipet from a laboratory
supply company and use it without any additional calibration. The pipet's
tolerance of +£0.02 mL is its uncertainty because your best estimate of its
expected volume is 10.00 mL £ 0.02 mL. This uncertainty primarily is
determinate. If you use the pipet to dispense several replicate samples of a
solution and determine the volume of each sample, the resulting standard
deviation is the pipet’s precision. Table 4.2.8 shows results for ten such trials,
with a mean of 9.992 mL and a standard deviation of £0.006 mL. This standard
deviation is the precision with which we expect to deliver a solution using a Class
A 10-mL pipet. In this case the pipet’s published uncertainty of £0.02 mL is worse
than its experimentally determined precision of £0.006 ml. Interestingly, the data
in Table 4.2.8 allows us to calibrate this specific pipet’s delivery volume as 9.992
mL. If we use this volume as a better estimate of the pipet's expected volume,
then its uncertainty is £0.006 mL. As expected, calibrating the pipet allows us to
decrease its uncertainty [Kadis, R. 7alanta 2004, 64, 167-173].

Table 4.2.8 : Experimental Results for Volume Dispensed by a 10-mL Class A Transfer Pipet
Replicate Volume (ml) Replicate Volume (mL)

1 10.002 6 9.983
2 9.993 7 9.991
3 9.984 8 9.990
4 9.996 9 9.988

5 9.989 10 9.999
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4.4: The Distribution of Measurements and Results

Earlier we reported results for a determination of the mass of a circulating
United States penny, obtaining a mean of 3.117 g and a standard deviation
of 0.051 g. Table 4.4.1 shows results for a second, independent
determination of a penny’s mass, as well as the data from the first
experiment. Although the means and standard deviations for the two
experiments are similar, they are not identical. The difference between the
two experiments raises some interesting questions. Are the results for one
experiment better than the results for the other experiment? Do the two
experiments provide equivalent estimates for the mean and the standard
deviation? What is our best estimate of a penny’s expected mass? To
answer these questions we need to understand how we might predict the
properties of all pennies using the results from an analysis of a small
sample of pennies. We begin by making a distinction between populations
and samples.

Table 4.4.1 : Results for Two Determinations of the Mass of a Circulating U. S. Penny

First Experiment Second Experiment

Penny Mass (g) Penny Mass (g)

1 3.080 1 3.052

2 3.004 2 3.141

3 3.107 3 3.083

4 3.056 4 3.083

5 3.112 5 3.048

[} 3.174

7 3.198

|

3.117 3.081

& 0.051 0.037

Populations and Samples

A population is the set of all objects in the system we are investigating. For the
data in Table 4.4.1 , the population is all United States pennies in circulation. This
population is so large that we cannot analyze every member of the population.
Instead, we select and analyze a limited subset, or sample of the population.
The data in Table 4.4.1 , for example, shows the results for two such samples
drawn from the larger population of all circulating United States pennies.

Probability Distributions for Populations

Table 4.4.1 provides the means and the standard deviations for two samples of
circulating United States pennies. What do these samples tell us about the
population of pennies? What is the largest possible mass for a penny? What is
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the smallest possible mass? Are all masses equally probable, or are some masses
more common?

To answer these questions we need to know how the masses of individual
pennies are distributed about the population’s average mass. We represent the
distribution of a population by plotting the probability or frequency of obtaining
a specific result as a function of the possible results. Such plots are
called probability distributions.

There are many possible probability distributions; in fact, the probability
distribution can take any shape depending on the nature of the population.
Fortunately many chemical systems display one of several common probability
distributions. Two of these distributions, the binomial distribution and the normal
distribution, are discussed in this section.

The Binomial Distribution

The binomial distribution describes a population in which the result is the number
of times a particular event occurs during a fixed number of trials. Mathematically,
the binomial distribution is defined as

P(X,N) xp¥x (1 —pN ¥

N
XN _X)!

where P(X, N) is the probability that an event occurs X times during WV trials, and pis the event’s probability for a single trial. If you flip a coin five times, A(2,5) is
the probability the coin will turn up “heads” exactly twice.

The term M reads as N-factorial and is the product N x (N—-1) x (N—2) x --- x 1. For example, 4! is 4 x 3 x 2 x 1 = 24. Your calculator probably has a key
for calculating factorials.

A binomial distribution has well-defined measures of central tendency and spread. The expected mean value is

u=Np

and the expected spread is given by the variance

or the standard deviation.

o= \/Np(1-p)

The binomial distribution describes a population whose members have only
specific, discrete values. When you roll a die, for example, the possible
values are 1, 2, 3, 4, 5, or 6. A roll of 3.45 is not possible. As shown in
Worked Example 4.4.1 , one example of a chemical system that obeys the
binomial distribution is the probability of finding a particular isotope in a
molecule.
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" Example 4.4.1

Carbon has twao stable, non-radioactive isotopes, 12C and 13C, with relative isotopic abundances of, respectively, 98.89% and 1.11%.
(a) What are the mean and the standard deviation for the number of 13C atoms in a molecule of cholesterol (Co7Ha40)?

(b) What is the probability that a molecule of cholesterol has no atoms of 13C?
Solution

The probability of finding an atom of 13C in a molecule of cholesterol follows a binomial distribution, where X is the number of 13C atoms, Vs the number of
carbon atoms in a molecule of cholesterol, and pis the probability that an atom of carbon in 13C,

For (a), the mean number of 13C atoms in a molecule of cholesterol is
= Np =27 % 0.0111 = 0.300

with a standard deviation of

o= \/Np(l —p)= \/27 % 0.0111 x (1 — 0.0111) = 0.544
For (b), the probability of finding a molecule of cholesteral without an atom of 3C is

P(0,27) = % (0.0111)% x (1 —0.0111)*7 * = 0.740

ol (27 —0)!

There is a 74.0% probability that a molecule of cholesteral will not have an atom of 13C, a result consistent with the observation that the mean number of 3C
atoms per molecule of cholestercl, 0.300, is less than cne.

A portion of the binomial distribution for atoms of *3C in cholesterol is shown in Figure 4.4.1 . Note in particular that there is little probability of finding more than
two atoms of 13C in any molecule of cholesterol.

Probability

E
@ l —
=
] 1 2 5

Number of "C Atoms in a Molecule of Cholesteral

Figure 4.4.1 : Portion of the binomial distribution for the number of naturally occurring 1C atoms in a molecule of cholesterol. Only 3.6% of cholesterol molecules
contain more than one atom of 1C, and only 0.33% contain more than two atoms of C.

The Normal Distribution

A binomial distribution describes a population whose members have only certain
discrete values. This is the case with the number of 13C atoms in cholesterol. A
molecule of cholesterol, for example, can have two 13C atoms, but it can not have
2.5 atoms of 13C. A population is continuous if its members may take on any
value. The efficiency of extracting cholesterol from a sample, for example, can
take on any value between 0% (no cholesterol is extracted) and 100% (all
cholesterol is extracted).

The most common continuous distribution is the Gaussian, or mormal
distribution, the equation for which is

1 xw?

e w?
V2ma?

flx) =

where p is the expected mean for a population with 7 members

and «2 is the population’s variance.

n

(4.4.1)

Examples of three normal distributions, each with an expected mean of 0 and
with variances of 25, 100, or 400, respectively, are shown in Figure 4.4.2 . Two
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features of these normal distribution curves deserve attention. First, note that
each normal distribution has a single maximum that corresponds to u, and that
the distribution is symmetrical about this value. Second, increasing the
population’s variance increases the distribution’s spread and decreases its height;
the area under the curve, however, is the same for all three distributions.

141

i)

Figure 4.4.2 : Normal distribution curves for: (a) p=0; o> = 25 (b) p = 0; o = 100 (¢) p = 0; o = 400.

The area under a normal distribution curve is an important and useful property as it is equal to the probability of finding a member of the population within a
particular range of values. In Figure 4.4.2 , for example, 99.99% of the population shown in curve (a) have values of X between —20 and +20. For curve (c),
68.26% of the population’s members have values of X between —20 and +20.

Because a normal distribution depends solely on g and &2, the probability of finding a member of the population between any twao limits is the same for all normally
distributed populations. Figure 4.4.3 , for example, shows that 68.26% of the members of a normal distribution have a value within the range u + 1e, and that
95.44% of population’s members have values within the range p + 2. Only 0.27% members of a population have values that exceed the expected mean by more
than £ 3. Additional ranges and probabilities are gathered together in the probability table included in Appendix 3. As shown in Example 4.4.2 , if we know the
mean and the standard deviation for a normally distributed population, then we can determine the percentage of the population between any defined limits.

oooam e

B+l o 43
valug o

Figure 4.4.3 : Normal distribution curve showing the area under the curve for several different ranges of values of X.

+ Example 4.4.2

The amount of aspirin in the analgesic tablets from a particular manufacturer is known to fellow a normal distribution with g = 250 mg and & = 5. In a random
sample of tablets from the production line, what percentage are expected to contain between 243 and 262 mg of aspirin?

Solution

We do not determine directly the percentage of tablets between 243 mg and 262 mg of aspirin. Instead, we first find the percentage of tablets with less than
243 mg of aspirin and the percentage of tablets having more than 262 mg of aspirin. Subtracting these results from 100%, gives the percentage of tablets that
contain between 243 mg and 262 mg of aspirin.

To find the percentage of tablets with less than 243 mg of aspirin or mere than 262 mg of aspirin we calculate the deviation, z, of each limit from g in terms of
the population’s standard deviation, &

X
sZ= L]
a
where X'is the limit in guestion. The deviation for the lower limit is
243 — 250
2 = =-14
5
and the deviation for the upper limit is
262 — 250
Zugper = TJ — 424

Using the table in Appendix 3, we find that the percentage of tablets with less than 243 mg of aspirin is 8.08%, and that the percentage of tablets with more
than 262 mg of aspirin is 0.82%. Therefore, the percentage of tablets containing between 243 and 262 mg of aspirin is

100.00% — 8.08% — 0.82% = 91.10%

Figure 4.4.4 shows the distribution of aspiring in the tablets, with the area in blue showing the percentage of tablets containing between 243 mg and 262 mg of
aspirin.
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230 220 250 260 20
Aspiin mg)

Figure 4.4.4 : Mormal distribution for the population of aspirin tablets in Example 4.4.2 . The population’s mean and standard deviation are 250 mg and 5 mg,
respectively. The shaded area shows the percentage of tablets containing between 243 mg and 262 mq of aspirin.

? Exercise 4.4.1

What percentage of aspirin tablets will contain between 240 mg and 245 mq of aspirin if the population’s mean is 250 mg and the population’s standard
deviation is 5 mg.

Answer
To find the percentage of tablets that contain less than 245 mg of aspirin we first calculate the deviation, z,

z= w = —1.00

and then look up the corresponding prebability in Appendix 3, cbtaining a value of 15.87%. To find the percentage of tablets that contain less than 240 mg of
aspirin we find that
240 — 250

z=——=-200
5

which corresponds to 2.28%. The percentage of tablets containing between 240 and 245 mg of aspiring is 15.87% — 2.28% = 13.59%.
Confidence Intervals for Populations
If we select at random a single member from a population, what is its most likely value? This is an important question, and, in one form or another, it is at the heart

of any analysis in which we wish to extrapolate from a sample to the sample’s parent population. One of the most impartant features of a population’s probability
distribution is that it provides a way to answer this question.

Figure 4.4.3 shows that for a normal distribution, 68.26% of the population’s members have values within the range u -+ 1e. Stating this another way, there is a
68.26% probability that the result for a single sample drawn from a normally distributed population is in the interval g+ 1. In general, if we select a single sample
we expect its value, X;is in the range

Xi=ptao (4.4.2)

where the value of zis how confident we are in assigning this range. Values reported in this fashion are called confidence intervals. Equation 4.4.2, for example,
is the confidence interval for a single member of a population. Table 4.4.2 gives the confidence intervals for several values of z. For reasons discussed later in the
chapter, a 95% confidence level is a common choice in analytical chemistry.

Table 4.4.2 : Confidence Intervals for a Mormal Distribution

z Confidence Interval
0.50 38.30
1.00 68.26
1.30 86.64
1.96 95.00
2.00 95.44
2.50 98.76
3.00 99.73
3.50 93,95

+ Example 4.4.3

What is the 95% confidence interval for the amount of aspirin in a single analgesic tablet drawn from a population for which w is 250 mg and for which & is 57

Solution
Using Table 4.4.2 , we find that z is 1.96 for a 95% confidence interval. Substituting this inte Equation 4.4.2 gives the confidence interval for a single tablet as
X; = p+ 1.960 = 250 mg + (1.96 x 5) = 250 mg + 10mg

A confidence interval of 250 mg £ 10 mg means that 95% of the tablets in the population contain between 240 and 260 mg of aspirin.

Alternatively, we can rewrite Equation 4.4.2 so that it gives the confidence interval is for p based on the population’s standard deviation and the value of a single
member drawn from the population.

p=X;+zo (4.4.3)
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+ Example 4.4.4

The population standard deviaticn for the amount of aspirin in a batch of analgesic tablets is known to be 7 mg of aspirin. If you randomly select and analyze a
single tablet and find that it contains 245 mg of aspirin, what is the 95% confidence interval for the population's mean?

Solution
The 95% confidence interval for the population mean is given as
p=X;+ 20 =245 mg £ (1.96 % 7) mg = 245 mg + 14 mg

Therefore, based on this one sample, we estimate that there is 95% probability that the population’s mean, g, lies within the range of 231 mg to 259 mg of
aspirin.

Note the qualification that the prediction for u is based on one sample; a different sample likely will give a different 95% confidence interval. Our result here,
therefore, is an estimate for u based on this one sample.

It is unusual to predict the population’s expected mean from the analysis of a single sample; instead, we collect n samples drawn from a population of known o,
and report the mean, X. The standard deviation of the mean, o, which also is known as the standard error of the mean, is

The confidence interval for the population’s mean, therefare, is

+ Example 4.4.5

What is the 95% confidence interval for the analgesic tablets in Example 4.4.4 , if an analysis of five tablets yields a mean of 245 mg of aspirin?
Solution
In this case the confidence interval is

1.96 = 7
ﬂ:MSmgi—xmg:MSmg:tﬁmg

5

We estimate a 95% probability that the population’s mean is between 239 mg and 251 mg of aspirin. As expected, the confidence interval when using the mean
of five samples is smaller than that for a single sample.

? Exercise 4.4.2

An analysis of seven aspirin tablets from a population known to have a standard deviation of 5, gives the following results in mg aspirin per tablet:

246 249 255 251 251 247 250
What is the 95% confidence interval for the population’s expected mean?
Answer

The mean is 249.9 mg aspirin/tablet for this sample of seven tablets. For a 95% confidence interval the value of zis 1.96, which makes the confidence
interval
1.96 x 5

240.9 &~ — 249.9 4 3.7 =~ 250 mg & 4
7 g+4mg

Probability Distributions for Samples

In Examples 4.4.2 —4.4.5 we assumed that the amount of aspirin in analgesic tablets is normally distributed. Without analyzing every member of the population,
how can we justify this assumption? In a situation where we cannot study the whole population, or when we cannot predict the mathematical form of a population’s
probability distribution, we must deduce the distributicn from a limited sampling of its members.

Sample Distributions and the Central Limit Theorem

Let’s return to the problem of determining a penny’s mass to explore further the relationship between a populaticn’s distribution and the distribution of a sample
drawn from that population. The two sets of data in Table 4.4.1 are too small to provide a useful picture of a sample’s distribution, so we will use the larger sample
of 100 pennies shown in Table 4.4.3 . The mean and the standard deviation for this sample are 3.095 g and 0.0346 g, respectively.

Table 4.4.3 : Masses for 2 Sample of 100 Circulating U. S. Pennies
Penny weight (g) Penny weight (g) Peniny weight (g) Penny weight {g)
1 3.126 26 3.073 51 3.101 76 3.086
2 3.140 27 3.084 52 3.049 77 3.123
3 3.092 28 3.148 53 3.082 78 3.115
4 3.095 29 3.047 54 3.142 79 3.055
5 3.080 30 3121 55 3.082 80 3.057
6 3.065 31 3.116 56 3.066 81 3.097
7 3.117 32 3.005 57 3.128 82 3.066
8 3.034 33 3.115 58 3.112 83 3.113
[} 2.126 24 3.103 50 2.085 84 2.102
10 3.057 35 3.086 60 3.086 85 3.033
11 3.053 36 3.103 61 3.084 86 3.112
12 3.099 37 3.049 62 3.104 87 3.103
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13 3.065 38 2.998 63 3.107 &8 3.198
14 3.059 it 3.063 64 3.093 89 3.103
15 3.068 40 3.055 65 3.126 90 3.126
16 3.060 41 3.181 66 3.138 91 3.111
17 3.078 42 3.108 67 313 02 3.126
18 3.125 43 3.114 68 3.120 93 3.052
18 3.090 44 3121 69 3.100 94 3.113
20 3.100 45 3.105 70 3.099 95 3.085
21 3.055 46 3.078 71 3.097 06 3.117
22 3.105 47 3.147 72 3.091 97 3.142
23 3.063 48 3.104 73 3.077 98 3.031
24 3.083 49 3.146 74 3.178 09 3.083
25 3.065 50 3.005 75 3.054 100 3.104

A histegram (Figure 4.4.5 ) is a useful way to examine the data in Table 4.4.3 . To create the histogram, we divide the sample into intervals, by mass, and
determine the percentage of pennies within each interval (Table 4.4.4 ). Note that the sample’s mean is the midpoint of the histogram.
Table 4.4.4 : Frequency Distribution for the Data in Table 4.4.3

Mass Interval Frequency (as % of Sample) Mass Interval Frequency (as % of Sample}
2.991 - 3.009 2 3.105-3.123 19
3.010-3.028 0 3.124 -3.142 12
3.020 - 3.047 4 3.143 -3.161 3
3.048 - 3.066 19 3.162 -3.180 1
3.067 - 3.085 14 3.181-3.199 2
3.086 - 3.104 24 3.200-3.218 0

T T T T T T T
295 300 305 330 335 320 125
Mass of Pennies (g)

Figure 4.4.5 : The blue bars show z histogram for the data in Table 4.4.3 . The height of each bar corresponds to the percentage of pennies within one of the mass

intervals in Table 4.4.4 . Superimposed on the histogram is a normal distribution curve based on the assumption that i and o for the population are equivalent to X
and o for the sample. The total area of the histogram’s bars and the area under the normal distribution curve are equal.

Degrees of Freedom
Did you notice the differences between the equation for the variance of a population and the variance of a sample? If not, here are the two equations:

DS e B

n

. XX

n—1

o

S

Both equations measure the variance around the mean, using u for a population and X for a sample. Although the equations use different measures for the mean,
the intention is the same for both the sample and the population. A more interesting difference is between the denominators of the two equations. When we
calculate the population’s variance we divide the numerator by the population’s size, n; for the sample’s variance, however, we divide by n— 1, where 1 is the
sample’s size. Why do we divide by n— 1 when we calculate the sample’s variance?

A variance is the average squared deviation of individual results relative to the mean. When we calculate an average we divide the sum by the number of
independent measurements, or degrees of freedom, in the calculation. For the population’s variance, the degrees of freedom is equal to the population’s size, n.
When we measure every member of a population we have complete information about the population.

When we calculate the sample’s variance, however, we replace p with X, which we also calculate using the same data. If there are n members in the sample, we
can deduce the value of the A" member from the remaining n — 1 members and the mean. For example, if \(n = 5\) and we know that the first four samples are 1,
2, 3 and 4, and that the mean is 3, then the fifth member of the sample must be

Xy=(Xxn)— X, — X3 X3 X4—(3x5)—1-2_-3_4-5

Becausa we have just four independent measurements, we have lost one degree of freedom. Using n— 1 in place of n when we calculate the sample’s variance

2

ensures that s® is an unbiased estimator of 2.
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Here is another way to think about degrees of freedom. We analyze samples to make predictions about the underlying population. When our sample consists of
n measurements we cannot make more than nindependent predictions about the population. Each time we estimate a parameter, such as the populatien’s
mean, we lose a degree of freedom. If there are n degrees of freedom for calculating the sample’s mean, then n— 1 degrees of freedom remain when we
calculate the sample’s variance.

Confidence Intervals for Samples
Earlier we introduced the confidence interval as a way to report the most probable value for a population’s mean, p

— zo
=X+ — 444
n = (444)
where X is the mean for a sample of size 1, and o is the population’s standard deviation. For most analyses we do not know the population’s standard deviation.
We can still calculate a confidence interval, however, if we make two modifications to Equation 4.4.4,

The first modification is straightforward—we replace the population’s standard deviation, o, with the sample's standard deviation, 5. The second modification is not
as obvious. The values of zin Table 4.4.2 are for a normal distribution, which is a function Ufsigma"!, not 52, Although the sample’s variance, 52, is an unbiased
estimate of the population's variance, a2, the value of &2 will only rarely equal 2. To account for this uncertainty in estimating a2, we replace the variable zin
Equation 4.4.4 with the variable t, where tis defined such that ¢ = = at all cenfidence levels.

ts
Vv
Values for tat the 95% confidence level are shown in Table 4.4.5 . Note that £ becomes smaller as the number of degrees of freedom increases, and that it
approaches z as n approaches infinity. The larger the sample, the more closely its confidence interval for a sample (Equation 4.4.5) approaches the confidence

interval for the population (Equation 4.4.3). Appendix 4 provides additional values of £ for other confidence levels,
Table 4.4.5 : Values of t for 3 95% Confidence Interval

p=X+ (4.4.5)

Degrees of Degrees of Degrees of Degraes of
Freadom t Freadom t Freadom t Fresdom t
1 12.706 [ 2.447 12 2.179 30 2.042
2 4.303 7 2.365 14 2.145 40 2.021
3 3.181 g 2.306 16 2.120 a0 2.000
4 2.776 ] 2.262 18 2.101 100 1.084
5 2.571 10 2.228 20 2.086 \{infty 1.960

v Example 4.4.6

What are the 95% confidence intervals for the twe samples of pennies in Table 4.4.1 7
Solution

The mean and the standard deviation for first experiment are, respectively, 3.117 g and 0.051 g. Because the sample consists of seven measurements, there are
six degrees of freedom. The value of tfrom Table 4.4.5 , is 2.447. Substituting into Equation 4.4.5 gives

2,447 x 0.051 g
VT

For the second experiment the mean and the standard deviation are 3.081 g and 0.073 g, respectively, with four degrees of freedom. The 95% confidence
interval is

p=3117g+ —3.117g+0.047 g

u=3081g+

wgﬂi’-?g —3081g+0.046g

Based on the first experiment, the 85% confidence interval for the population’s mean is 3.070-3.164 g. For the second experiment, the 95% confidance interval
is 3.035-3.127 g. Although the two confidence intervals are not identical—remember, each confidence interval provides a different estimate for u—the mean for
each experiment is contained within the other experiment’s confidence interval. There also is an appreciable overlap of the two confidence intervals. Both of
these observations are consistent with samples drawn from the same population.

Note that our comparison of these two confidence intervals at this point is somewhat vague and unsatisfying. We will return to this point in the next section,
when we consider a statistical approach to comparing the results of experiments.

? Exercise 4.4.3

What is the 95% confidence interval for the sample of 100 pennies in Tzble 4.4.3 ? The mean and the standard deviation for this sample are 3.095 g and 0.0346
g, respectively. Compare your result to the confidence intervals for the samples of pennies in Table 4.4.1.

Answer
With 100 pennies, we have 99 degrees of freedom for the mean. Although Table 4.4.3 does not include a value for £0.05, 99), we can approximate its value
by using the values for £0.05, 60) and £0.05, 100) and by assuming a linear change in its value.

#(0.05,99) — #(0.05, 60) — %{1(0.05, 60) — #(0.05, 100})

39
t(0.05,99) = 2.000 — E{Q.UUU — 1984} = 1.9844

The 95% confidence interval for the pennies is

1.9844 x 0.0346
3.005 + o2 X O 9 595 52 0.007 g
/100

From Example 4.4.6 , the 95% confidence intervals for the two samples in Table 4.4.1 are 3.117 g + 0.047 g and 3.081 g + 0.046 g. As expected, the
confidence interval for the sample of 100 pennies is much smaller than that for the twe smaller samples of pennies. Mote, as well, that the confidence interval
for the larger sample fits within the confidence intervals for the two smaller samples.
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A Cautionary Statement

There is a temptation when we analyze data simply to plug numbers into an equation, carry out the calculation, and report the result. This is never a good idea, and
you should develop the habit of reviewing and evaluating your data. For example, if you analyze five samples and report an analyte’s mean concentration as 0.67
ppm with a standard deviation of 0.64 ppm, then the 95% confidence interval is

2.776 x 0.64 ppm

p = 0.67 ppm + 7% = 0.67 ppm + 0.79 ppm

This confidence interval estimates that the analyte's true concentration is between —0.12 ppm and 1.46 ppm. Including a negative concentration within the
confidence interval should lead you to reevaluate your data or your conclusions. A closer examination of your data may convince you that the standard deviation is
larger than expected, making the confidence interval too broad, er you may conclude that the analyte's concentration is too small to report with confidence.

We will return to the topic of detection limits near the end of this chapter.

Here is a second example of why you should closely examine your data: results obtained on samples drawn at random from a normally distributed population must
be random. If the results for a sequence of samples show a regular pattern or trend, then the underlying population either is not normally distributed or there is a
time-dependent determinate error. For example, if we randomly select 20 pennies and find that the mass of each penny is greater than that for the precading
penny, then we might suspect that our balance is drifting out of calibration.

5: Standardizing Analytical Methods

The American Chemical Society's Committee on Environmental Improvement defines standardization as the process of determining the relationship between the signal and
the amount of analyte in a sample. In Chapter 3 we defined this relationship as

Statar = kam g + Sreag oF Spoea = kaCa + Sreng

where Sy.is the signal, n1 is the moles of analyte, Cy is the analyte’s concentration, Ky is the method's sensitivity for the analyte, and 5.5 is the contribution to S from
sources other than the sample. To standardize 2 method we must determine values for ks and S..,. Strategies for accomplishing this are the subject of this chapter.

5.1: Analytical Signals

To standardize an analytical method we use standards that contain known
amounts of analyte. The accuracy of a standardization, therefore, depends on
the quality of the reagents and the glassware we use to prepare these standards.
For example, in an acid—base titration the stoichiometry of the acid—base reaction
defines the relationship between the moles of analyte and the moles of titrant.
In turn, the moles of titrant is the product of the titrant’s concentration and the
volume of titrant used to reach the equivalence point. The accuracy of a
titrimetric analysis, therefore, is never better than the accuracy with which we
know the titrant’s concentration.

Primary and Secondary Standards

There are two categories of analytical standards: primary standards and secondary standards. A primary standard is a reagent that we can use to dispense an
accurately known amount of analyte. For example, a 0.1250-g sample of KyCr,0- contains 4.249 x 10~* moles of K;Cr,05. If we place this sample in a 250-mL
volumetric flask and dilute to volume, the concentration of K,Crz0- in the resulting solution is 1.700 x 102 M. A primary standard must have a known
stoichiometry, a known purity (or assay), and it must be stable during long-term storage. Because it is difficult to establishing accurately the degree of hydration,
even after drying, a hydrated reagent usually is not a primary standard.

Reagents that do not meet these criteria are secondary standards. The concentration of a secondary standard is determined relative to a primary standard. Lists
of acceptable primary standards are available (see, for instance, Smith, B. W.; Parsons, M. L. 7. Chem. Educ. 1973, 50, 679-681; or Meody, 1. R.; Green- burg, P.

NaOH is ene example of a secondary standard. Commercially available NaOH centains impurities of NaCl, NaxC0z, and Na;50a, and readily absorbs Hz0 from the
atmosphere. To determine the concentration of NaOH in a solution, we titrate it against a primary standard weak acid, such as potassium hydrogen phthalate,
KHCgH404.

Other Reagents

Preparing a standard often requires additional reagents that are not primary standards or secondary standards, such as a suitable solvent or reagents needed to
adjust the standard's matrix. These solvents and reagents are potential sources of additional analyte, which, if not accounted for, produce a determinate error in the
standardization. If available, reagent grade chemicals that conferm to standards set by the American Chemical Society are used [Committee on Analytical Reagents,
Reagent Chemicals, 8th ed., American Chemical Society: Washington, D. C., 1993]. The label on the bottle of a reagent grade chemical (Figure 5.1.1 ] lists either
the limits for specific impurities or provides an assay for the impurities. We can improve the quality of a reagent grade chemical by purifying it, or by conducting a
more accurate assay. As discussed |ater in the chapter, we can correct for contributions to Sy, from reagents used in an analysis by including an appropriate blank
determination in the analytical procedure.
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Figure 5.1.1 : Two examples of packaging labels for reagent grade chemicals. The Izbel on the bottle on the right provides the manufacturer’s assay for the reagent,
NaBr. Note that potassium is flagged with an asterisk (*) because its assay exceeds the limit established by the American Chemical Society (ACS). The label for the bottle
on the left does not provide an assay for impurities; however it indicates that the reagent meets ACS specifications by providing the maximum limits for impurities. An
assay for the reagent, NaHCOs, is provided.

Preparing a Standard Solution

It often is necessary to prepare a series of standards, each with a different concentration of analyte. We can prepare these standards in two ways. If the range of
concentrations is limited to one or two orders of magnitude, then each solution is best prepared by transferring a known mass or volume of the pure standard to a
volumetric flask and diluting to volume.

When working with a larger range of concentrations, particularly a range that extends over more than three orders of magnitude, standards are best prepared by a
serial dilution from a single stock solution. In a serial dilution we prepare the most concentrated standard and then dilute a portion of that solution to prepare the

next most concentrated standard. Next, we dilute a pertion of the second standard to prepare a third standard, continuing this process until we have prepared all of
our standards. Serial dilutions must be prepared with extra care because an error in preparing one standard is passed on to all succeeding standards.

5.2: Calibrating the Signal

The accuracy with which we determine k, and 5., depends on how accurately we can measure the signal, Sy, We measure signals using equipment, such as
glassware and balances, and instrumentation, such as spectrophotometers and pH meters. To minimize determinate errors that might affect the signal, we first
calibrate our equipment and instrumentation by measuring Sy for a standard with a known response of Segy, adjusting Spoear until

Stotal = Satd
Here are two examples of how we calibrate signals; other examples are provided in later chapters that focus on specific analytical methods.

When the signal is a measurement of mass, we detarmine Sg,.; using an analytical balance. To calibrate the balance’s signal we use a reference weight that mests
standards established by a governing agancy, such as the National Institute for Standards and Technology or the American Society for Testing and Materials. An
electronic balance often includes an internal calibration weight for routine calibrations, as well as programs for calibrating with external weights. In either case, the
balance automatically adjusts Sessr to match Seeq

We also must calibrate our instruments. For example, we can evaluate a spectrophotometer’s accuracy by measuring the absorbance of a carefully prepared solution
of 60.06 mg/L KzCrz07 in 0.0050 M Hz504, using 0.0050 M H250a4 as a reagent blank [Ebel, 5. Fresenius J. Anal. Chem. 1992, 342, 769]. An absorbance of (0.640
‘\pm 0.010Y) absorbance units at a wavelength of 350.0 nm indicates that the spectrometer’s signal is calibrated properly.

Be sure to read and follow carefully the calibration instructions provided with any instrument you use.

5.3: Determining the Sensitivity

To standardize an analytical method we also must determine the analyte's sensitivity, ks, in Equation 5.3.1 or Equation 5.3.2 .
Stotat = kana + Sreng (5.3.1)
Stotat = kaCa + Sreag (5.3.2)

In principle, it is possible to derive the value of k4 for any analytical method if we understand fully all the chemical reactions and physical processes responsible for
the signal. Unfortunately, such calculations are not feasible if we lack a sufficiently developed theoretical model of the physical processes or if the chemical
reaction’s evince non-ideal behavior. In such situations we must determine the value of ks by analyzing one or more standard solutions, each of which contains a
known amount of analyte. In this section we consider several approaches for determining the value of kg For simplicity we assume that 5., Is accounted for by a
proper reagent blank, allowing us to replace Si,.;in Equation 5.3.1 and Equation 5.3.2 with the analyte's signal, S,

S4=kana (5.3.3)

84 =kaCy (5.3.4)

Equation 5.3.3 and Equation 5.3.4 essentially are identical, differing only in whether we choose to express the amount of analyte in moles or as a concentration.
For the remainder of this chapter we will limit our treatment to Equation 5.3.4. You can extend this treatment to Equation 5.3.3 by replacing C, with ng.
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Single-Point versus Multiple-Point Standardizations

The simplest way to determine the value of ks in Equation 5.3.4 is to use a single-point standardization in which we measure the signal for a standard, Se, that
contains & known concentration of analyte, Cua Substituting these values into Equation 5.3.4

Setd

Joy — Detd
4" Cua

(5.2.5)
gives us the value for ks Having determined ks we can calculate the concentration of analyte in a sample by measuring its signal, Szmp, and calculating C4 using
Equation 5.3.6.

Ssamp
-
A single-point standardization is the least desirable method for standardizing a method. There are two reasons for this, First, any error in our determination of ks
carries over inte our calculation of Cs Secend, our experimental value for k4 is based on a single concentration of analyte. To extend this value of &, to other
concentrations of analyte requires that we assume a linear relationship between the signal and the analyte’s concentration, an assumption that often is not true
[Cardone, M. 1.; Palmero, P. 1.; Sybrandt, L. B. Anal. Chem. 1980, 52, 1187-1191]. Fgure 5.3.1 shows how assuming a constant value of k, leads to a determinate
error in Caif ks becomes smaller at higher concentrations of analyte. Despite these limitations, single-point standardizations find routine use when the expected
range for the analyte's concentrations is small. Under these conditions it often is safe to assume that k4 Is constant (although you should verify this assumption
experimentally). This is the case, for example, in clinical labs where many automated analyzers use only a single standard.

Ca

(5.3.6)

amumed rationship

actual relationship

Seamp

1
(Gl

Co (G

Figure 5.3.1 : Example showing how a single-point standardization leads to a determinate error in an analyte’s reported concentration if we incorrectly assume that kais
constant. The assumed relationship between Sezmp and Cy is based on 2 single standard and is a straight-ling; the actual relationship between S.smp and Cs becomes
curved for larger concentrations of anzalyte.

The better way to standardize a method is to prepare a series of standards, each of which contains a different concentration of analyte. Standards are chosen such
that they brackat the expected range for the analyte's concentration. A muftiple-point standardization should include at least three standards, although more
are preferable. A plot of 5.4 versus Cuyis called a calibration curve. The exact standardization, or calibration relationship, is determined by an appropriate curve-
fitting algorithm.

Linear regression, which alse is known as the method of least squares, is one such algorithm. Its use is covered in Section 5.4.

There are two advantages to a multiple-point standardization. First, although a determinate error in one standard intreduces a determinate error, its effect is
minimized by the remaining standards. Second, because we measure the signal for several concentrations of analyte, we no longer must assume ks is independent
of the analyte's concentration. Instead, we can construct a calibration curve similar to the “actual relationship” in Figure 5.3.1 .

External Standards

The most common methed of standardization uses one or more external standards, each of which contains a known concentration of analyte. We call these
standards "external” because they are prepared and analyzed separate from the samples.

Appending the adjective "external” to the noun “standard” might strike you as odd at this point, as it seems reasonable to assume that standards and samples
are analyzed separately. As we will soon learn, however, we can add standards to our samples and analyze both simultaneously.

Single External Standard

with a single external standard we determine ks using EEquation 5.3.5 and then calculate the concentration of analyte, Cy, using Equation 5.3.6.

Example 1

A spectrophotometric method for the quantitative analysis of Pb®* in blood yields an Su of 0.474 for a single standard for which the concentration of lead is 1.75
ppb. What is the concentration of Pb** in a sample of blood for which S is 0.3617

Solution
Equation 5.2.5 allows us to calculate the value of k4 using the data for the single external standard.

S, 0.474
L — 0.2709 ppb*

ke= =a———
4~ Cpa 175ppb

Having determined the value of ks, we calculate the concentration of Pb2* in the sample of blood is calculated using Equation 5.3.6.

E:/ !
wamp 0361 —1.33 ppb
ks 0.2709 ppb !

T =

Multiple External Standards

Figure 5.3.2 shows a typical multiple-point external standardization. The volumetric flask on the left contains a reagent blank and the remaining volumetric flasks
contain increasing concentrations of Cu®*. Shown below the volumetric flasks is the resulting calibration curve. Because this is the most common method of
standardization, the resulting relationship is called a normal calibration curve.
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Figure 5.3.2 : The photo at the top of the figure shows a reagent blank (far left) and a set of five external standards for Cu?* with concentrations that increase from left-
to-right. Shown below the external standards is the resulting normal calibration curve. The absorbance of each standard, S is shown by the filled circles.

When a calibration curve is a straight-line, as it is in Figure 5.3.2 , the slope of the line gives the value of ka. This is the most desirable situation because the
method's sensitivity remains constant throughout the analyte’s concentration range. When the calibration curve is not a straight-line, the method's sensitivity is a
function of the analyte's concentration. In Figure 5.3.1 , for example, the value of ks is greatest when the analyte’s concentration is small and it decreases
continuously for higher cencentrations of analyte. The value of k4 at any point along the calibration curve in Figure 5.3.1 is the slope at that peint. In either case, a
calibration curve allows to relate 5c,,,, to the analyte’s concentration.

" Example 5.3.2

A second spectrophotometric method for the quantitative analysis of Pb®™ in blood has a normal calibration curve for which
Setg = (0.206 ppb! x Caeg) + 0.003
What is the concentration of Pb®* in a sample of blood if Ssamp i5 0.3977
Solution
To determine the concentration of Pb?* in the sample of blood, we replace Sayin the calibration equation with Seamp and solve for Ca

S, —0.003 L — 0.
G, _ S _ 0397 000300
0.296 ppb ! 0.296 ppb !

It is werth noting that the calibration equation in this problem includes an extra term that does not appear in Equation 5.3.6. Ideally we expect our calibration
curve to have a signal of zero when Ca is zere. This is the purpose of using a reagent blank to correct the measured signal. The extra term of +0.003 in our
calibration equation results from the uncertainty in measuring the signal for the reagent blank and the standards.

? Exercise 5.3.1

Figure 5.3.2 shows a normal calibration curve for the quantitative analysis of Cu®*. The equation for the calibration curve is
Sata = 2959 M x Oy + 0.015

What is the concentration of Cu® in a sample whose absorbance, Seamg is 0.114? Compare your answer to a one-point standardization where a standard of
2.16 x 10~3 M Cu?* gives a signal of 0.0031.

Answer
Substituting the sample’s absorbance into the calibration equation and solving for C, give
Spamp — 0.114 — 2059 M x €y +0.015
Ca=335x10°M
For the one-point standardization, we first solve for ks

S 0.0031
hy—— " _9946M!
4T Caa 316x10°M

and then use this value of k, to solve for C,.

Saamp  0.114
L 20.46 M1

Cy = =387x10*M

When using multiple standards, the indeterminate errors that affect the signal for one standard are partially compensated for by the indeterminate errors that
affect the other standards. The standard selected for the one-point standardization has a signal that is smaller than that predicted by the regression eguation,
which underestimates k; and overestimates C,.

An external standardization allows us to analyze a series of samples using a single
calibration curve. This is an important advantage when we have many samples
to analyze. Not surprisingly, many of the most common quantitative analytical
methods use an external standardization.

There is a serious limitation, however, to an external standardization. When we
determine the value of k4 using Equation 5.3.5, the analyte is present in the
external standard’s matrix, which usually is @ much simpler matrix than that of
our samples. When we use an external standardization we assume the matrix
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does not affect the value of &a. If this is not true, then we introduce a proportional
determinate error into our analysis. This is not the case in Figure 5.3.3 , for
instance, where we show calibration curves for an analyte in the sample’s matrix
and in the standard’s matrix. In this case, using the calibration curve for the
external standards leads to a negative determinate error in analyte’s reported
concentration. If we expect that matrix effects are important, then we try to
match the standard’s matrix to that of the sample, a process known as matrix
matching. If we are unsure of the sample’s matrix, then we must show that
matrix effects are negligible or use an alternative method of standardization. Both
approaches are discussed in the following section.

The matrix for the external standards in Figure 5.3.2 , for example, is dilute ammonia. Because the Cu(NHa)'i‘ complex absorbs more strongly than Cu®~,
adding ammonia increases the signal’s magnitude. If we fail to add the same amount of ammonia to our samples, then we will introduce a proportional
determinate error into our analysis.

standard’s
matrix

,
-------------------- sample’s
Ssamp i .
! matrix

Figure 5.3.3 : Calibration curves for an analyte in the standard’s matrix and in the sample’s matrix. If the matrix affects the value of ks, as is the case here, then we
introduce a proportional determinate error into our analysis if we use a normal calibration curve.

Standard Additions

We can avoid the complication of matching the matrix of the standards to the matrix of the sample if we carry out the standardization in the sample. This is known
as the method of standard additions.

Single Standard Addition

The simplest version of a standard addition is shown in Figure 5.3.4 . First we add a portion of the sample, V;, to a volumetric flask, dilute it to volume, V5 and
measure its signal, Seampe. Next, we add a second identical portion of sample to an equivalent volumetric flask along with a spike, Vs of an external standard
whose concentration is C.gy After we dilute the spiked sample to the same final volume, we measure its signal, S

] +
f
/“ Y
hY 7
Y Y
o O
T e ]
I
=

wcertrtin 4 K |
2l ‘ m

Figure 5.2.4 : Tllustration showing the method of standard additions. The volumetric flask on the left contains a portion of the sample, V5, and the volumetric flask on the
right contains an identical portion of the sample and 2 spike, Vag of 2 standard solution of the anzlyte. Both flasks are diluted to the same final volume, Vi The
concentration of analyte in each flask is shown at the bottom of the figure where s is the analyte’s concentration in the original sample and Cewsis the concentration of
analyte in the external standard.

The following two equations relate S, and S, to the concentration of analyte, Cy, in the original sample.

v
Saamp — kAc*,Av’ (5.3.7)
f
v, V.
Siopiee = ks (047‘; + Cua V‘:) (5.3.8)

As long as Vigyis small relative to 1, the effect of the standard’s matrix on the sample’s matrix is insignificant. Under these conditions the value of kj is the same in
Equation 5.2.7 and Equatien 5.2.8, Solving both equations for k, and equating gives

S, Sopi
samp spike (5.3.9)

V. Va V.
Cay;,  Cag C«m?}‘

which we can selve for the concentration of analyte, C,, in the original sample.
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+ Example 5.3.3

A third spectrophotometric method for the quantitative analysis of Pb¥ in blood yields an Scamp 0F 0.193 when a 1.00 mL sample of blood is diluted to 5.00 mL.
A second 1.00 mL sample of blood is spiked with 1.00 mL of a 1560-ppb Pb?* external standard and diluted to 5.00 mL, yielding an Sepike 0f 0.419. What is the
concentration of Pb%* in the original sample of blood?

Solution

We begin by making appropriate substitutions into Equation 5.3.9 and solving for Ca. Mote that all volumes must be in the same units; thus, we first convert Vag
from 1.00 mL to 1.00 x 10~% mL.

0193 0419
Caipoap  Caili=k s 1560 pphiiexld sk
0.193 0.419

0.200C,;  0.200C, + 0.3120 ppb
0.0386C + 0.0602 ppb — 0.0838C 4
0.0452C, = 0.0602 ppb

C4 =1.33 ppb

The concentration of Pb®* in the original sample of blood is 1.33 ppb.

It also is possible to add the standard addition directly to the sample, measuring the signal both befare and after the spike (Figure 5.3.5 ). In this case the final
volume after the standard addition is V, + Vg and Equation 5.2.7, Equation 5.3.8, and Equation 5.2.9 become

Seamp — kaCa

Vi Vita
Sopike =ka |Ca——— + Cotg——— 5.3.10
e "( AVt Vs ““v,,wm) (6.210)
5, 5 i
samp ik (5.3.11)
Cy

- V. Vo
Cavzrg + Gy

{add Vi of G

Concentration
of Analyte

Figure 5.3.5 : Illustration showing an zlternative form of the method of standard additions. In this case we add the spike of external standard directly to the sample
without any further adjust in the volume.

+ Example 5.3.4

& fourth spectrophotometric method for the quantitative analysis of Pb?* in blood yields an Semp of 0.712 for a 5.00 mL sample of blood. After spiking the blood
sample with 5.00 mL of a 1560-ppb Pb?* external standard, an Sepie of 1.546 is measured. What is the concentration of Pb?* in the original sample of blood?

Solution
0.712 1.546
= n I3 ¥
O
0.712 _ 1.546

"C.  0.0900C, + 1558 ppb
0.7113C + 1.109 ppb = 1.546C 4
C4 =133 ppb
The concentration of Pb®* in the original sample of blood is 1.33 ppb.
Multiple Standard Additions

We can adapt a single-point standard addition into a multiple-peint standard addition by preparing a series of samples that centain increasing amounts of the
external standard. Figure 5.3.6 shows two ways to plot a standard addition calibration curve based on Equation 5.3.8. In Figure 5.3.6 3 we plot Sqe against the
volume of the spikes, V. If k4 is constant, then the calibration curve is a straight-line. It is easy te show that the x-intercept is equivalent to —CaVa/ Cotg-
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Figure 5.3.5 : Shown at the top of the figure is a set of six standard additions for the determination of Mn2”, The flask on the left is 3 25.00 mL sample diluted to 50.00
mL with water. The remaining flasks contain 25.00 mL of sample and, from left-to-right, 1.00, 2.00, 3.00, 4.00, and 5.00 mL spikes of an external standard that is 100.6
mafL Mn2~. Shown below are two ways to plot the standard additions calibration curve, The absorbance for each standard addition, Sapite, 15 shown by the filled circles,

+ Bxample 5.3.5

Beginning with Equation 5.2.8 show that the equations in Figure 5.3.6 a for the slope, the y-intercept, and the x-intercept are correct.

Solution

We begin by rewriting Equation 5.3.8 as

Sopike =

EaCaV,  k4C,
aCabo | AVMKV“

Vi

which is in the form of the equation for a straight-line

y = y-intercept + slope x z-intercept

where yis 54 and xis Vg The slope of the line, therefore, is kyCif Veand the printercept is kyCyV/ V= The x-intercept is the value of x when y is zero, or

0= —k“‘%‘v" + _k“f’“d » r-intercept
kaCaVy/Vy CaV,
:—intermpt=—ﬂ’qa’,!—— 4 Vo

KaCua/V;  Caa
? Exercise 5.3.2

Beginning with Equation 5.3.8 show that the Equations in Figure 5.3.6 b for the slope, the j~intercept, and the x-intercept are correct.

Answer

We begin with Equation 5.3.8

v, Vita
Sppike = ka (C,‘—" + cm,—)
" Vi Vi

rewriting it as

kaCaVo ( Vata
e N (G
" Vy Vy

which is in the form of the linear equation

y = y-intercept + slope x z-intercept

where yis Sepice and xis Cetg % Vel Vi The slope of the line, therefore, is ks, and the y-intercept is kaCaVu/Vs The x-intercept is the value of x when yis zero,
or

. kaCaVo/ Ve CalVs
r-intercept = — — =— v
A f

Because we know the volume of the original sample, VG, and the concentration of the external standard, Ce, we can calculate the analyte's concentrations from the
x-intercept of a multiple-point standard additions.

+ Example 5.3.6

A fifth spectrophotometric method for the quantitative analysis of Pb2* in bloed uses a multiple-point standard addition based on Equation 5.2.8. The original

blood sample has a volume of 1.00 mL and the standard used for spiking the sample has a concentration of 1560 ppb Pb®*. All samples were diluted to 5.00 mL
before measuring the signal. A calibration curve of Sy, versus Vi has the following equation

S pike = 0.266 + 312 mL " x Vyyy
What is the concentration of Pb2* in the original sample of blood?

Solution
To find the x-intercept we set Sqie= equal to zero.
S pike = 0.266 + 312 ML ¢ Vg
Solving for V. we obtain a value of —8.526 x 10~* mL for the x-intercept. Substituting the x-intercept’s value into the equation from Figure 5.3.6 a

8526 x 104 mr — —FaVe _ _Cax100mL

Cog 1560 ppb

and solving for C4 gives the concentration of Pb?* in the blood sample as 1.33 ppb.
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? Exercise 5.3.3

Figure 5.3.6 shows a standard additions calibration curve for the quantitative analysis of MnZ*, Each solution contains 25.00 mL of the original sample and either
0, 1.00, 2.00, 3.00, 4.00, or 5.00 mL of a 100.6 mg/L external standard of Mn?*. All standard addition samples were diluted to 50.00 mL with water before
reading the absorbance. The equation for the calibration curve in Figure 5.3.6 a is

Sytqg = 0.0854 x Vg + 0.1478
What is the concentration of Mn2* in this sample? Compare your answer to the data in Figure 5.3.6 b, for which the calibration curve is
Satq = 0425 % Crpg(Vigg/Vy) +0.1478
Answer
Using the calibration equation from Figure 5.3.6 a, we find that the x-intercept is

0.1478

“oossamr | rmb

z-intercept —

If we plug this result into the equation for the x-intercept and solve for Ca, we find that the concentration of Mn* is

r-intercept x Cly —1.731 mL x 100.6 mg/L
(B = = = 6.96 L
a v, 25.00 wL me/
For Figure 5.3.6 b, the x-intercept is
r-intercept = —& = —3.478 mg/mL
0.0425 mL /mg
and the concentration of Mn?* is
z-intercept x Vy —3.478 mg/mL x 50.00 mL
C, = - — 6.96 L
d v 25.00 mL me/

Since we construct a standard additions calibration curve in the sample, we can not use the calibration equation for other samples. Each sample, therefore, requires
its own standard additions calibration curve. This is a serious drawback if you have many samples. For example, suppose you need to analyze 10 samples using a
five-point calibration curve. For a normal calibration curve you need to analyze only 15 sclutions (five standards and ten samples). If you use the method of
standard additions, hewever, you must analyze 50 solutions {each of the ten samples is analyzed five times, once before spiking and after each of four spikes).

Using a Standard Addition to Tdentify Matrix Effects

We can use the method of standard additions to validate an external standardization when matrix matching is not feasible. First, we prepare a normal calibration
curve of S.yversus Cey and determine the value of ka from its slope. Next, we prepare a standard additions calibration curve using Equation 5.3.8, plotting the data
as shown in Figure 5.3.6 b. The slope of this standard additions calibration curve provides an independent determination of k. If there is no significant difference
between the two values of &, then we can ignore the difference between the sample’s matrix and that of the external standards. When the values of k, are
significantly different, then using a normal calibration curve introduces a proportional determinate error.

Internal Standards

To use an external standardization or the methed of standard additiens, we must be able to treat identically all samples and standards. When this is not possible,
the accuracy and precision of our standardization may suffer. For example, if our analyte is in a volatile solvent, then its concentration will increase if we lose solvent
to evaporation. Suppose we have a sample and a standard with identical concentrations of analyte and identical signals. If both experience the same proportional
loss of solvent, then their respective concentrations of analyte and signals remain identical. In effect, we can ignore evaporation if the samples and the standards
experience an equivalent loss of solvent. If an identical standard and sample lose different amounts of selvent, however, then their respective concentrations and
signals are no longer equal. In this case a simple external standardization or standard addition is not possible.

‘We can still complete a standardization if we reference the analyte’s signal to a signal from another species that we add to all samples and standards. The spadies,
which we call an internal standard, must be different than the analyte.

Because the analyte and the internal standard receive the same treatment, the ratio of their signals is unaffected by any lack of reproducibility in the precedure. If a
solution contains an analyte of concentration €, and an internal standard of concentration C;s then the signals due to the analyte, S, and the internal standard,
Sis, are

Sa=kaCy
S1s = ksrCis

where k4 and kg are the sensitivities for the analyte and the internal standard, respectively. Taking the ratio of the two signals gives the fundamental equation for
an internal standardization.
Sa kaCy Cu

2 _ =K x == 5.3.12
S5 kisCrs Crs ( )

Because Kis a ratio of the analyte's sensitivity and the internal standard’s sensitivity, it is not nacessary to determine independently values for either k4 or kgs.

Single Internal Standard

In a single-point internal standardization, we prepare a single standard that contains the analyte and the internal standard, and use it to determine the value of Kin

Equation 5.3.12.
C;s) ( Sa )
K=[== x| =2 5.3.13
(Cﬂ atd 515 ) wa ( )

Having standardized the methed, the analyte’s concentration is given by

Cy _Gis X (ﬂ)
K 515/ samp
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v Example 5.3.7

A sixth spectrophotometric method for the quantitative analysis of Pb2* in blood uses Cu?* as an internal standard. A standard that is 1.75 ppb Pb2* and 2.25
ppb Cu?* yields a ratio of (Sy/Syc) ey of 2.37. A sample of blood spiked with the same concentration of Cu?™ gives a signal ratio, (Sa/ Srs)sampe Of 1.80. What is the
concentration of Pb2 in the sample of blood?

Solution

Equation 5.3.13 allows us to calculate the value of K using the data for the standard

e (C;g) " ( SA) ~ 225ppbCu’’ G 305ppbc‘.u2'
Ca / a Sts)4a 1.75ppbPb?* ’ ' ppb Pb**

The concentration of Pb2%, therefore, is

) 2.25 ppb Cu®*
Ca= S8 (ﬁ) _ZPDOAY 80— 1.33ppb P
K 515 ) samp 305722 0%
pph PB? *

Multiple Internal Standards

A single-point internal standardization has the same limitations as a single-point normal calibration. To construct an internal standard calibration curve we prepare a
series of standards, each of which contains the same concentration of internal standard and a different concentrations of analyte. Under these conditions a
calibration curve of (Su/Sc)y versus Cyis linear with a slope of &/ Cs

Although the usual practice is to prepare the standards se that each contains an identical amount of the internal standard, this is not a requirement.

+ Example 5.3.8

A seventh spectrophotometric method for the quantitative analysis of Pb?* in blood gives a linear internal standards calibration curve for which

(ﬁ) — (211 ppb~! x C4) — 0.006
SIS atd

What is the ppb Pb®™ in a sample of blood if {5,/ Sic)samp is 2.807
Solution

To determine the concentration of Pb?* in the sample of blood we replace (Sa/Sis)ew in the calibration equation with (54/S15)samp and solve for Ca.

S
e + 0.006
s (sxs)mp 28040006 4 0 o
211 ppb ! 211 pph !

The concentration of Pb?* in the sample of blood is 1.33 ppb.

In some circumstances it is not possible to prepare the standards so that each contains the same concentration of internal standard. This is the case, for example,
when we prepare samples by mass instead of volume. We can still prepare a calibration curve, however, by plotting (S4/55) s versus Caf Crs giving a linear
calibration curve with a slope of K.

You might wonder if it is possible to include an internal standard in the method of standard additions to correct for both matrix effects and uncontrolled
variations between samples; well, the answer is yes as described in the paper “Standard Dilution Analysis,” the full reference for which is Jones, W. B.; Donati, G.
L.; Calloway, C. P;; Jones, B. T. Anal. Chem. 2015, 87, 2321-2327.

5.4: Linear Regression and Calibration Curves

In a single-point external standardization we determine the value of ki by
measuring the signal for a single standard that contains a known concentration
of analyte. Using this value of ks and our sample’s signal, we then calculate the
concentration of analyte in our sample (see Example 5.3.1). With only a single
determination of ks, a quantitative analysis using a single-point external
standardization is straightforward.

A multiple-point standardization presents a more difficult problem. Consider the
data in Table 5.4.1 for a multiple-point external standardization. What is our
best estimate of the relationship between S« and Ci«? It is tempting to treat
this data as five separate single-point standardizations, determining k. for each
standard, and reporting the mean value for the five trials. Despite it simplicity,
this is not an appropriate way to treat a multiple-point standardization.
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Tzble 5.4.1 : Data for 2 Hypothefical Multiple-Point External Standardization

C g (arbitrary units) 5,4 (arbitrary units) ks = Sud[Cutd
0.000 0.00 —
0.100 12.36 123.6
0.200 24.83 124.2
0.300 35.91 119.7
0.400 48.79 122.0
0.500 60.42 122.8

mean kg = 122.5

So why is it inappropriate to calculate an average value for ks using the data in Table 5.4.1 7 In a single-point standardization we assume that the reagent blank
(the first row in Table 5.4.1 ) corrects for all constant sources of determinate error. If this is not the case, then the value of ks from a single-point standardization
has a constant determinate error. Table 5.4.2 demonstrates how an uncerrected constant error affects our determination of k. The first three columns show the
concentration of analyte in a set of standards, Cay the signal without any source of constant error, Sgy and the actual value of &, for five standards. As we expect,
the value of ka4 is the same for each standard. In the fourth column we add a constant determinate error of +0.50 to the signals, (Ss4)e The last column contains
the corresponding apparent values of ks. Mote that we obtain a different value of k4 for each standard and that each apparent ks is greater than the true value.

Table 5.4.2 : Effect of a Constant Determinate Error on the Value of &, From a Single-Point Standardization

St ka = Sua/Caa (Ssta)e ka = (Sata)e/Cata
(without constant error) (actual) {with constant error) (apparent)

Chria

1.00 1.00 1.00 1.50 1.50
2.00 2.00 1.00 2.50 1.25
3.00 3.00 1.00 3.50 117
4.00 4.00 1.00 4.50 1.13
5.00 5.00 1.00 5.50 1.10

mean k, (true) = 1.00 mean k, (apparent) = 1.23

How do we find the best estimate for the relationship between the signal and the concentration of analyte in a multiple-point standardization? Figure 5.4.1 shows
the data in Table 5.4.1 plotted as a normal calibration curve. Although the data certainly appear to fall aleng a straight line, the actual calibration curve is not
intuitively obvious. The process of determining the best equation for the calibration curve is called linear regression.
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Figure 5.4.1 : Normal calibration curve data for the hypothetical multiple-point external standardization in Table 5.4.1 .
Linear Regression of Straight Line Calibration Curves
When a calibration curve is a straight-line, we represent it using the following mathematical equation
y=Po+piz (5.41)

where yis the analyte’s signal, 5. and x is the analyte's concentration, Cy The constants Sy and 8y are, respectively, the calibration curve's expected p-intercept
and its expected slope. Because of uncertainty in our measurements, the best we can do is to estimate values for 8y and 8y, which we represent as by and b;. The
goal of a linear regression analysis is to determine the best estimates for by and by. How we do this depends on the uncertainty in our measurements.

Unweighted Linear Regression with Errorsin y

The most common methed for completing the linear regression for Equation 5.4.1 makes three assumptions:

1. that the difference between our experimental data and the calculated regression line is the result of indeterminate errors that affect y
2. that indeterminate errors that affect y are normally distributed
3. that the indeterminate errors in y are independent of the value of x

Becausa we assume that the indeterminate errors are the same for all standards, each standard contributes equally in our estimate of the slope and the p~intercept.
For this reasen the result is considered an unweighted linear regression.

The second assumption generally is true because of the central limit theorem, which we considered in Chapter 4. The validity of the two remaining assumptions is
less obvious and you should evaluate them before you accept the results of a linear regression. In particular the first assumption always is suspect because there
certainly is some indeterminate error in the measurement of x. When we prepare a calibration curve, however, it is not unusual to find that the uncertainty in the
signal, Sez, is significantly larger than the uncertainty in the analyte's concentration, C.s In such drcumstances the first assumption is usually reasonable.
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How a Linear Regression Works

To understand the logic of a linear regressien consider the example shown in Figure 5.4.2 , which shows three data points and two possible straight-lines that might
reasonably explain the data. How do we decide how well these straight-lines fit the data, and how do we determine the best straight-line?

Figure 5.4.2 : Illustration showing three data points and two possible straight-lines that might explain the data. The goal of 3 linear regression is to find the
mathematical model, in this case a straight-line, that best explains the data.

Let's focus on the solid line in Figure 5.4.2 . The equation for this line is
gy =by+ bz (6.4.2)

where by and by are estimates for the y-intercept and the slope, and g is the predicted value of y for any value of x. Because we assume that all uncertainty is the
result of indeterminate errors in y, the difference between y and y for each value of x is the residual error, 1, in our mathematical model.

i = (w — ui)

Figure 5.4.3 shows the residual errors for the three data points. The smaller the total residual error, R, which we define as
n
R=Y (w—3) (5.4.3)

the better the fit between the straight-line and the data. In a linear regression analysis, we seek values of by and by that give the smallest total residual error.
The reasen for squaring the individual residual errors is to prevent a positive residual error from canceling out a negative residual error. You have seen this
before in the equations for the sample and population standard deviations. You also can see from this equation why a linear regression is sometimes called the
method of least squares.

Figure 5.4.2 : Tllustration showing the evzluation of 2 linear regression in which we assume that 2l uncertainty is the result of indsterminate errors in . The points in
blug, ¥, are the original data and the points in red, y;, are the predicted values from the regression equation, §§ = by + b, «.The smaller the total residual error
(Equation 5.4.3), the better the fit of the straight-line to the data.

Finding the Slope and y-Intercept

Although we will not formally develop the mathematical equations for a linear regression analysis, you can find the derivations in many standard statistical texts [
See, for example, Draper, N. R.; Smith, H. Applied Regression Analysis, 3rd ed.; Wiley: New York, 1998]. The resulting equation for the slope, by, is
_n ST 2 T i

by — NS IPENS (5.4.4)

and the equation for the y~intercept, by, is

_Xhimoh Y

n

by (5.4.5)

Although Equation 5.4.4 and Equation 5.4.5 appear formidable, it is necessary only to evaluate the following four summations

n
Do
i=1

Many calculators, spreadsheets, and other statistical software packages are capable of performing a linear regression analysis based on this model. To save time
and to aveid tedious calculations, lzarn how to use one of these tools (and see Section 5.6 for details on completing a linear regression analysis using Excel and R.).
For illustrative purposes the necessary calculations are shown in detail in the following example.

n

n
DI DI
i=1

i=1

o

i

1

Equation 5.4.4 and Equation 5.4.5 are written in terms of the general variables x and y. As you work through this example, remember that x corresponds to Ce,
and that y corresponds to Seq.

Example 5.4.1

Using the data from Table 5.4.1 , determine the relationship between S_; and Cy using an unweighted linear regression.

Solution

We begin by setting up a table to help us organize the calculation.
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T Ui Tl 3
0,000 0.00 0.000 0.000
0.100 12.36 1.236 0.010
0.200 24.83 4.066 0.040
0.200 35.01 10.773 0.000
0.400 48.79 19.516 0.160
0.500 60.42 30.210 0.250
Adding the values in each column gives

T n
Vo —1500 Yy —18231 Yoy — 66.701
i=1 i=1

n n
z:‘2 = 0.550
i1

i=1 ¥

Substituting these values into Equation 5.4.4 and Equation 5.4.5, we find that the slope and the p~intercept are

(6 x 66.701) — (1.500 x 182.31)

=120.706 ~ 120.71

1=

By 182.31 — (120.706 x 1.500)

(6 % 0.550) — (L.500)2

=0.209 ~ 0.21

6

The relationship between the signal and the analyte, therefore, is

Sata = 120.71 x Caq + 0.21

For now we keep two decimal places to match the number of decimal places in the signal. The resulting calibration curve is shown in Figure 5.4.4 .

Figure 5.4.4 ; Calibration curve for the data in Table 5.4.1 and Example 5.4.1 .

Uncertainty in the Regression Analysis

As shown in Figure 5.4.4 , because indeterminate errors in the signal, the regression line may not pass through the exact center of each data point. The cumulative
deviation of our data from the regression line—that is, the total residual errer—is proportional to the uncertainty in the regression. We call this uncertainty the
standard deviation about the regression, s, which is equal to

[l )
’_.'.'II n—2

(5.4.6)

where y;is the I experimental value, and g; is the corresponding value predicted by the regression line in Equation 5.4.2, Nete that the denominator of Equation
5.4.6 indicates that our regression analysis has i — 2 degrees of freedom—we lose two degree of freedom because we use two parameters, the slope and the )~

intercept, to calculate y;.

Did you notice the similarity between the standard deviation about the regression (Equation 5.4.6) and the standard deviation for a sample (Equation 4.1.1)?

A more useful representation of the uncertainty in our regressien analysis is to consider the effect of indeterminate errors on the slope, by, and the y-intercept, by,

which we express as standard deviations.

We use these standard deviations to establish confidence intervals for the expected slope, By, and the expected p-intercept, 8y

i

ns; | 57

S =

\"’I n3 e — (U zi]a - .UI Yo (s -z

Sy =

- =
n3at = (N @)

sty Sy
nY¢ (e

By =by £ sy,
Bo = by £ tsy,

(5.4.7)

(5.4.8)

(5.4.9)

(5.4.10)

where we select tfor a significance level of « and for n— 2 degrees of freedom. Note that Equation 5.4.9 and Equation 5.4.10 do not contain a factor of (4/n) !
because the confidence interval is based on a single regression line.
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+ Example 5.4.2

Calculate the 95% confidence intervals for the slope and y-intercept from Example 5.4.1 .
Solution

We begin by calculating the standard deviation about the regression. To do this we must calculate the predicted signals, g; , using the slope and yintercept from
Example 5.4.1 , and the squares of the residual error, (y; — y;)%. Using the last standard as an example, we find that the predicted signal is

¥ = bo + bizs = 0.209 + (120.706 = 0.500) = 60.562
and that the square of the residual error is
(3 — ;)* — (60.42 — 60.562)* — 0.2016 ~ 0.202

The following table displays the results for all six solutions.

- 42
R (i — ¥s)
T Yi Yi

0.000 0.00 0.209 0.0437
0.100 12.36 12.280 0.0054
0.200 24.83 24,350 0.2304
0.300 35.91 36.421 0.2611
0.400 48.79 48.491 0.0894
0.500 60.42 60,562 0.0202

Adding together the data in the last column gives the numerator of Equation 5.4.6 as 0.6512; thus, the standard deviation about the regression is

= 0.4035

Sy = 6_2
MNext we calculate the standard deviations for the slope and the y-intercept using Equation 5.4.7 and Equation 5.4.8. The values for the summation terms are

from Example 5.4.1 .

6 x (0.4035)2
(6  0.550) — (1.500)2

0.4035)? x 0.550
Spy = _(0.4035)7 x 0.550 _ 500
(6% 0.550) — (L.500)2

Finally, the 95% confidence intervals (e = 0.05, 4 degrees of freedom) for the slope and p~intercept are

= 0.965

by =

By = by + tsy, — 120,706 + (2.78 x 0.965) = 120.7 + 2.7

Bo = by -+ tsp, = 0.209 + (2.78 x 0.202) = 0.2 + 0.80

Finally, the 95% confidence intervals (o = 0.05, 4 degrees of freedom) for the slope and pintercept are
B = by +ts, = 120,706 £ (2.78 x 0.965) = 120.7 £ 2.7
Bo = by +tsp, = 0.209 £ (2.78 x 0.292) = 0.2 +:0.80

where {0.05, 4) from Appendix 4 is 2.78. The standard deviation about the regression, s, suggests that the signal, Sg is precise to one decimal place. For this
reason we report the slope and the j~intercept to a single decimal place.

Minimizing Uncertainty in Calibration Model

To minimize the uncertainty in a calibration curve's slope and y~intercept, we evenly space our standards over a wide range of analyte concentrations. A close
examination of Equation 5.4.7 and Equation 5.4.8 help us appreciate why this is true. The denominators of both equations include the term %7 | (i — z:)%. The
larger the value of this term—which we accomplish by increasing the range of x around its mean value—the smaller the standard deviations in the slope and the )~
intercept. Furthermore, to minimize the uncertainty in the y-intercept, it helps to decrease the value of the term Y 1", &; in Equation 5.4.8, which we accomplish by
including standards for lower concentrations of the analyte.

Obtaining the Analyte's Concentration From a Regression Equation

Once we have our regression equation, it is easy to determine the concentration of analyte in a sample. When we use a normal calibration curve, for example, we
measure the signal for our sample, Sepm, and calculate the analyte’s concentration, Cy, using the regression equation.

Ssamp — By

Cy =
A B

(5.4.11)

What is less obvious is how to report a confidence interval for C, that expresses the uncertainty in our analysis. To calculate a confidence interval we need to know
the standard deviation in the analyte's concentration, s.,, which is given by the following equation

s |1 1 (EW“P - Em) :

eim g |mtat — (5.4.12)
(1) Y81 (Gt — Cua )

m n
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where mis the number of replicate we use to establish the sample’s average signal, 5., 1 is the number of calibration standards, 5.;is the average signal for the

calibration standards, and Clg, and 5,,¢ are the individual and the mean concentrations for the calibration standards. Knowing the value of sq,, the confidence
interval for the analyte's concentration is

He, = Ca tisg,

where g, is the expected value of Cy in the absence of determinate errors, and with the value of tis based on the desired level of confidence and n— 2 degrees of
freedom.

Equation 5.4.12 is written in terms of a calibration experiment. A more general form of the equation, written in terms of x and y; is given here.

s (1 1 (}7 - E)2

TR TN S

A close examination of Equation 5.4.12 should convince you that the uncertainty in G4 is smallest when the sample’s average signal, gw, is equal to the
average signal for the standards, Em, When practical, you should plan your calibration curve so that Seznp falls in the middle of the calibration curve. For more
information about these regression equations see (a) Miller, 1. N. Analyst 1991, 116, 3—14; (b) Sharaf, M. A.; Illman, D. L.; Kowalski, B. R. Chemometrics, Wiley-
Interscience: Mew York, 1986, pp. 126-127; (c) Analytical Methods Committee "Uncertainties in concentrations estimated from calibration experiments,” AMC
Technical Brief, March 2006.

Three replicate analyses for a sample that contains an unknown concentration of analyte, yield values for 5., of 28.32, 29.16 and 29.51 (arbitrary units). Using
the results from Example 5.4.1 and Example 5.4.2 , determine the analyte’s concentration, C4 and its 95% confidence interval.

Solution
The average signal, Emp, is 29.33, which, using Equation 5.4.11 and the slope and the p~intercept from Example 5.4.1 , gives the analyte's concentration as

Seamp—bo 29.33 — 0.209
(B = =22 = —0.241
4 by 120.706

To calculate the standard deviation for the analyte’s concentration we must determine the values for 5.q and for Ele(cm,, — Cug)®. The former is just the
average signal for the calibration standards, which, using the data in Table 5.4.1 , is 30.385. Calculating Z?=1(Cﬂde — Cuta)? looks formidable, but we can
simplify its calculation by recognizing that this sum-of-squares is the numerator in a standard deviation equation; thus,

Ma

(Cota: — Cuta)® = (3¢,,)* x (n—1)

1

where s¢, is the standard deviation for the concentration of analyte in the calibration standards. Using the data in Table 5.4.1 we find that sc, is 0.1871 and
n —
S (Cuta, — Cua)® = (0.1872)” x (6 — 1) = 0.175
[=1

Substituting known values into Equation 5.4.12 gives

o, 04035 [1 1 (2933 30385p
4T 120706 || 2 76 (120.706)2 x 0.175

= 0.0024
Finally, the 95% cenfidence interval for 4 degrees of freedom is

o, — C L tsg, — 0.241 £ (2.78 x 0.0024) — 0.241 4 0.007

Figure 5.4.5 shows the calibration curve with curves showing the 95% confidence interval for Ca.

&0

Figure 5.4.5 : Example of a normal calibration curve with a superimposed confidence interval for the analyte’s concentration. The points in blue are the original data from
Table 5.4.1 . The black line is the normal calibration curve as determined in Example 5.4.1 . The red lines show the 95% confidence interval for €4 assuming a single
determination of Sz

In a standard addition we determine the analyte’s concentration by extrapolating the calibration curve to the x-intercept. In this case the value of Cyis

€y = z-intercept — —b;bu
1
and the standard deviation in Cy is
| —
o, — s |1 (Ssta)?
a1 B ——
BA™ (020 (Ca — Cual?
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where nis the number of standard additions (including the sample with no added standard), and 5,4 is the average signal for the n standards. Because we
determine the analyte’s concentration by extrapolation, rather than by interpolation, s¢, for the method of standard additions generally is larger than for a normal
calibration curve.

? Exercise 5.4.1

Figure 5.4.2 shows a normal calibration curve for the guantitative analysis of Cu?*. The data for the calibration curve are shown here.

[Cu®] (M) Absorbance
0 0

155 x 10°* 0.050

3.16 = 107 0.093

474 % 107° 0.143

6.34 % 107 0.188

7.92 % 10°° 0.236

Complete a linear regression analysis for this calibration data, reporting the calibration equation and the 95% confidence interval for the slope and the y-
intercept. If three replicate samples give an Ssqmp of 0.114, what is the concentration of analyte in the sample and its 95% confidence interval?

Answer

We begin by setting up a table to help us organize the calculation

T, u Iy Iz
0.000 0.000 0.000 0.000
1.55 = 1079 0.050 7.750 = 10°° 2.403 x 10°°
3.16 = 107 0.093 2,039 x 104 0.086 = 10°°
474 x 1077 0.143 6.778 x 1074 2.247 x 107
6.34 %107 0.188 1192 x 10°° 4.020 x 10°°
7.02 x 1077 0.236 1.860 » 10°% 6.273 x 107

Adding the values in each column gives
n n n n
Y2 —2311 %107 Ny 0710 Y ay — 4110 x10° 322 — 1378 x 1071
i=1 i=1 =1 =1

When we substitute these values into Equation 5.4.4 and Equation 5.4.5, we find that the slope and the p~intercept are

6 % (4.110 x 10-%) — (2.371 x 10-2) x 0.710
© 6% (1378 x 10-4) — (2371 x 102)2

) — 2057

by — 0.710 — 29.57 x (2.371 x 1072

= 0.0015
6

and that the regression equation is
Sgta = 29.57 x Cyayg + 0.0015

To calculate the 95% confidence intervals, we first need to determine the standard deviation about the regression. The following table helps us organize the
calculation.

E? ¥ i (% — §:)*
0.000 0.000 0.0015 2.250 x 10°®
1.55 = 10 0.050 0.0473 7.110 % 10 ®
3.16 x 10~ 0.093 0.0949 3.768 x 10°*®
474 =% 10°% 0.143 0.1417 1.791 % 10 ®
6.34 x 107 0.188 0.1890 9.483 x 10°*°
7.02 = 1077 0.236 0.2357 0.339 < 10°°

Adding together the data in the last column gives the numerator of Equation 5.4.6 as 1.596 x 107", The standard deviation about the regression, therefore, is

1.596 x 10~
e 62

Next, we need to calculate the standard deviations for the slope and the y~intercept using Equation 5.4.7 and Equation 5.4.8.

6 (1.997 x 107 7)2
by, — = x107) — 0.3007
63 (1.278 x 10°%) — (2.371 = 107 %)2

— 1.997 x 10°*

B {1.097 = 10 7)2 x (L.378 % 10-7)

Sy = = S — 1441 x 107°
6 > (1.378 x 107%) — (2.371 x 1072)2
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and use them to calculate the 95% confidence intervals for the slope and the y-intercept
By = by +tsy = 29.57 + (2.78 x 0.3007) = 20.57 M" + 0.84 M
By = by + sy, — 0.0015 = (2.78 x 1.441 % 10""‘} = 0.0015 = 0.0040
With an average Sg,mp of 0.114, the concentration of analyte, Cy is

Seamp —bo_ 0.114 — 0.0015
by 2057 M !

Cy— —3280x10°*M

The standard deviation in Cais

(0.114 — 0.1183)7
20.57

- _ATTRx 107"
3 6 (20.57)2 x (4.408 x 107°)

1.997 = 10 ¢ ‘/1 1
0, = — o —

and the 95% confidence interval is
p=Cy+tsg, =3.80 x 107 + {2.78 x (4.778 x 107°)}

p—380x10 *M+013x 10 *M

Evaluating a Linear Regression Model

You should never accept the result of a linear regression analysis without evaluating the validity of the model. Perhaps the simplest way to evaluate a regression
analysis is to examine the residual errors. As we saw earlier, the residual error for a single calibration standard, r; is

i = (yi —us)

If the regression model is valid, then the residual errors should be distributed randomly about an average residual error of zero, with no apparent trend toward
either smaller or larger residual errors (Figure 5.4.6 a). Trends such as those in Figure 5.4.6 b and Figure 5.4.6 ¢ provide evidence that at least one of the model's
assumptions is incorrect. For example, a trend toward larger residual errors at higher concentrations, Figure 5.4.6 b, suggests that the indeterminate errors affecting
the signal are not independent of the analyte's concentration. In Figure 5.4.6 , the residual errors are not random, which suggests we cannot model the data using
a straight-line relationship. Regression methods for the latter two cases are discussed in the following sections.

l ] )

residual errar
.

resicual error

residual error

Figure 5.4.6 : Plots of the residual error in the signal, 5.4 as a function of the concentration of analyte, C.. for an unweighted straight-line regression model. The red
line shows a residual error of zero. The distribution of the residual errors in (a) indicates that the unweighted linear regression model is appropriate. The increase in the
residual errors in (b} for higher concentrations of analyte, suggests that a weighted straight-line regression is more appropriate. For (c), the curved pattern to the
residuals suggests that a straight-line model is inappropriate; linear regression using & quadratic model might produce & better fit.

? Exercise 5.4.2
Using your results from Exercise 5.4.1 , construct a residual plot and explain its significance.
Answer
To create a residual plot, we need to calculate the residual error for each standard. The following table contains the relevant information.

residual error

g0

om0z

o.00s

0008

i L Yi ¥ — 4
0.000 0.000 0.0015 —0.0015
155 % 1077 0.050 0.0473 0.0027
816 x 10°* 0.093 0.0949 —0.0019
474 %107 0.143 0.1417 0.0013
6.34 x 107 0.188 0.1890 —0.0010
7.02x 107 0.236 0.2357 0.0003

The figure below shows a plat of the resulting residual errors. The residual errors appear random, although they do alternate in sign, and that do not show
any significant dependence on the analyte's concentration. Taken together, these observations suggest that our regression model is appropriate.
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Weighted Linear Regression with Errors in y

Our treatment of linear regression to this point assumes that indeterminate errors affecting y are independent of the value of x. If this assumpfion is false, as is the
case for the data in Figure 5.4.6 b, then we must include the variance for each value of y into our determination of the y-intercept, by, and the slope, by; thus

_ N wi b YR wi

by - (5.4.13)
by — P Wil Do Wi Y Wit (5.4.14)
5 A
nd ol waf — (0 wiw)
where w;is a weighting factor that accounts for the variance in y;
“(39\]72
W= — (5.4.15)
YiEa(s)?

and sy, is the standard deviation for y, In a weighted linear regression, each xy-pair's contribution to the regression line is inversely proportional to the
precision of y; that is, the more precise the value of , the greater its contribution to the regression.

+ Example 5.4.4

Shown here are data for an external standardization in which sstd is the standard deviation for three replicate determination of the signal. This is the same data
used in Example 5.4.1 with additional informatien about the standard deviations in the signal.
44 (arbitrary units) 8,44 (arbitrary units) S

0.000 0.00 0.02

0.100 12.36 0.02

0.200 24.83 0.07

0.300 35.01 0.13

0.400 48.79 0.22

0.400 48.79 0.22

0.500 60.42 0.33

Determine the calibration curve’s equation using a weighted linear regression. As you work through this example, remember that x corresponds to C.zy, and that
y corresponds to S

Solution

We begin by setting up a table to aid in calculating the weighting factors.

4 (arbitrary units) 8,44 (arbitrary units) Saq (s!,‘) o w;
0.000 0.00 0.02 2500.00 2.8339
0.100 12.36 0.02 250,00 2.8339
0.200 24.83 0.07 204.08 0.2313
0.300 35.81 0.13 59.17 0.0671
0.400 48.79 0.22 20.66 0.0234
0.500 60.42 0.33 9.18 0.0104

Adding together the values in the fourth column gives

Z(-’m )

which we use to calculate the individual weights in the last column. As a check on your calculations, the sum of the individual weights must equal the number of
calibration standards, n. The sum of the entries in the last column is 6.0000, so all is well. After we calculate the individual weights, we use a second table to aid
in calculating the four summation terms in Equation 5.4.13 and Equation 5.4.14.

T L wy WLy Wi Y Wy T Wil
0.000 0.00 2.8339 0.0000 0.0000 0.0000 0.0000
0.100 12.36 2.8339 0.2834 35.0270 0.0283 3.5027
0.200 24.83 0.2313 0.0463 5.7432 0.0093 1.1486
0.300 35.91 0.0671 0.0201 2.4096 0.0060 0.7229
0.400 48.79 0.0234 0.0094 1.1417 0.0037 0.4567
0.500 60.42 0.0104 0.0052 0.5284 0.0026 0.3142
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Adding the values in the last four columns gives
n n n n
Nz — 03644 Y wyy — 449499 Y wr? — 0.0499 ¥ wyzgy, — 6.1451
-1 i=1 =1 -1
Substituting these values inte the Equation 5.4.13 and Equation 5.4.14 gives the estimated slope and estimated y-intercept as

p _ (6x61451) — (0.3644 x 440499)
(6 x 0.0499) — (0.3644)?

=0.0224

44,9499 — (122.985 x 0.3644)
by = s

The calibration equation is
Saq = 12298 % Cyy +0.2

Figure 5.4.7 shows the calibration curve for the weighted regression and the calibration curve for the unweighted regression in Example 5.4.1 . Although the two
calibration curves are very similar, there are slight differences in the slope and in the j~intercept. Most notably, the p~intercept for the weighted linear regression
is closer to the expected value of zero. Because the standard deviation for the signal, Ss is smaller for smaller concentrations of analyte, Cay a weighted linear
regression gives more emphasis to these standards, allowing for a better estimate of the y~intercept.

B0 weighted linear regression Pl
——unweighted linear regression "

504 r's

10
Suad 30

Il e

1m0 / o

LRV S
e ol 0z 03 o0 o0s

Figure 5.4.7 : A comparison of the unweighted and the weighted normal calibration curves. See Example 5.4.1 for details of the unweighted linear regression and
Example 5.4.4 for details of the weighted linear regression.
Equations for calculating confidence intervals for the slope, the -intercept, and the concentration of analyte when using a weighted linear regression are not as

easy to define as for an unweighted linear regression [Bonate, P. J. Anal. Chem. 1993, 55, 1367-1372]. The confidence interval for the analyte's concentration,
however, is at its optimum value when the analyte’s signal is near the weighted centroid, y,, of the calibration curve.

1.

=—§ Wi T

Ye = ) 1T
=1

Weighted Linear Regression with Errors in Both xand y

If we remove our assumption that indeterminate errors affecting a calibration curve are present enly in the signal {)), then we also must factor into the regression
medel the indeterminate errors that affect the analyte's concentration in the calibration standards (). The solution for the resulting regression line is
computationally mere invelved than that for either the unweighted or weighted regression lines. Although we will not consider the details in this textbook, you
should be aware that neglecting the presence of indeterminate errors in x can bias the results of a linear regression.

See, for example, Analytical Methods Committee, “Fitting a linear functienal relationship to data with error on both variable,” AMC Technical Brief, March, 2002),
as well as this chapter's Additional Resources.

Curvilinear and Multivariate Regression

A straight-line regression model, despite its apparent complexity, is the simplest functional relationship between two variables. What do we do if our calibration
curve is curvilinear—that is, if it is a curved-line instead of a straight-line? One approach is te try transforming the data into a straight-line. Legarithms,
exponentials, reciprecals, square roots, and trigonometric functions have been used in this way. A plot of log(y) versus xis a typical example. Such transformations
are not without complications, of which the most obvious is that data with a uniform variance in y will not maintain that uniform variance after it is transformed.

It is worth noting that the term “linear” does not mean a straight-line. A linear funcion may contain mere than one additive term, but each such term has one
and only one adjustable multiplicative parameter. The function

y=—azx + ba?
is an example of a linear function because the terms x and »* each include a single multiplicative parameter, 2 and b, respectively. The function
y= r
is nonlinear because bis not a multiplicative parameter; it is, instead, a power. This is why you can use linear regression to fit a polynomial equation to your
data.
Sometimes it is possible to transform a nonlinear function into a linear function. For example, taking the log of both sides of the nonlinear function above gives a

linear function.

log(y) = blog(z)

Anather approach to developing a linear regression model is to fit 2 polynomial equation to the data, such as y = a + bz + ez?. You can use linear regression to
calculate the parameters a, b, and ¢, although the eguations are different than those for the linear regression of a straight-line. If you cannot fit your data using a
single polynemial equation, it may be possible to fit separate polynomial equations to short segments of the calibration curve. The result is a single continuous
calibration curve known as a spline function.

For details about curvilinear regression, see (3) Sharaf, M. A.; Illman, D. L.; Kowalski, B. R. Chemometrics, Wiley-Interscience: New York, 1986; (b) Deming, S.
N.; Morgan, S. L. Experimental Design: A Chemometric Approach, Elsevier: Amsterdam, 1987.
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The regression models in this chapter apply only to functions that contain a single independent variable, such as a signal that depends upon the analyte's
concentration. In the presence of an interferent, however, the signal may depend on the concentrations of both the analyte and the interferent

§ = kaCa + R CI + Speay

where k;is the interferent’s sensitivity and C;is the interferent’s concentration. Multivariate calibration curves are prepared using standards that contain known
amounts of both the analyte and the interferent, and modeled using multivariate regression.

See Beebe, K. R.; Kowalski, B. R. Anal. Chem. 1987, 59, 1007A-1017A. for additional details, and check out this chapter’s Additional Resources for more
information about linear regression with errors in both variables, curvilinear regression, and multivariate regression.

5.5: Compensating for the Reagent Blank

Thus far in our discussion of strategies for standardizing analytical methods, we have assumed that a suitable reagent blank is available to correct for signals arising
from sources other than the analyte. We did not, however ask an important question: "What constitutes an appropriate reagent blank?” Surprisingly, the answer is
not immediately obvious.

In one study, approximately 200 analytical chemists were asked to evaluate a data set consisting of a normal calibration curve, a separate analyte-free blank, and
three samples with different sizes, but drawn from the same source [Cardone, M. 1. Anal. Chem. 1986, 58, 433-438]. The first two columns in Table 5.5.1 shows a
series of external standards and their corresponding signals. The normal calibration curve for the data is

Sata = 0.0750 x Wi +0.1250

where the y-intercept of 0.1250 is the calibration blank. A separate reagent blank gives the signal for an analyte-free sample.

Table 5.5.1 : Data Used to Study the Blank in an Analytical Method

W S Sample Number Wamg Seamp
1.6667 0.2500 1 62,4746 0.8000
5.0000 0.5000 2 82,7915 1.0000
£.3333 0.7500 3 102.1085 1.2000

11.6667 0.8413

18.1600 1.4870 reagent blank 0.1000

19,9333 1.6200

Saa = 0.0750 x Wy + 0.1250
Weq: weight of analyte used to prepare the external standard; diluted to a volume, V°

W omyp: weight of sample used to prepare sample as analyzed; diluted to a volume, V

In working up this data, the analytical chemists used at least four different approaches to correct the signals: (a) ignoring both the calibration blank, CB, and the
reagent blank, R, which clearly is incorrect; (b) using the calibration blank only; (c) using the reagent blank only; and (d) using both the calibration blank and the
reagent blank. The first four rows of Table 5.5.2 shows the equations for calculating the analyte’s concentration using each approach, along with the reperted
concentrations for the analyte in each sample.

Table 5.5.2 : Equations and Resulting Concentrations of Analyte for Different Approaches to Correcting for the Blank
Concentration of Analyte in...

Approach for Correcting the

Signal Equation Sample 1 Sample 2 Sample 3
. ' . S
;;Jlgﬁlr; calibration and reagent Cy= “':L = 01707 0.1610 0.1552
) W, _ S, CH
use calibration blank only Ca =% = ows 0.1441 0.1409 0.1390
; Gy B
use reagent blank only Oy = Kt:., = k_"',’.,-_m 0.1494 0.1449 0.1422
use both calibration and _ W, _ S5 CB-RB
reagent blanks Ca= Wz FaWoumy 0.1227 0.1248 0.1266
: ]
use total Youden blank Ca= “E::, = b“—:” 0.1313 0.1313 0.1213

C'4 = concentration of analyte; W, = weight of analyte; Wy, weight of sample;
k4 = slope of calibration curve (0.0750; slope of calibration equation); CB = calibration blank (0.125; intercept of calibration equation);

RB — reagent blank (0.100); TY B — total Youden blank (0.185; see text)

That all four methods give a different result for the analyte’s concentration
underscores the importance of choosing a proper blank, but does not tell us which
blank is correct. Because all four methods fail to predict the same concentration
of analyte for each sample, none of these blank corrections properly accounts for
an underlying constant source of determinate error.
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To correct for a constant method error, a blank must account for signals from
any reagents and solvents used in the analysis and any bias that results from
interactions between the analyte and the sample’s matrix. Both the calibration
blank and the reagent blank compensate for signals from reagents and solvents.
Any difference in their values is due to indeterminate errors in preparing and
analyzing the standards.

Unfortunately, neither a calibration blank nor a reagent blank can correct for a bias that results from an interaction between the analyte and the sample's matrix. To
be effective, the blank must include both the sample’s matrix and the analyte and, consequently, it must be determined using the sample itself. One approach is to
measure the signal for samples of different size, and to determine the regression line for a plot of 5., versus the amount of sample. The resulting y-intercept
gives the signal in the absence of sample, and is known as the total Youden biank [Cardone, M. 1. Anal. Chem. 1986, 58, 438—445]. This is the true blank
correction. The regression line for the three samples in Table 5.5.1 is

Suamp = 0.009844 x Wiamp + 0.185

giving a true blank correction of 0.185. As shown in Table 5.5.2, using this value to correct S5,y gives identical values for the concentration of analyte in all three
samples.

The use of the total Youden blank is not commen in analytical work, with most chemists relying on a calibration blank when using a calibration curve and a reagent
blank when using a single-point standardization. As long we can ignore any constant bias due to interactions between the analyte and the sample’s matrix, which is
often the case, the accuracy of an analytical method will not suffer. It is a good idea, however, to check for constant sources of error before relying on either a
calibration blank or a reagent blank.
Summary
In a quantitative analysis we measure a signal, Swe and calculate the amount of analyte, ns or Ca, using one of the following equations.

Stotal = Kala+ Sreag

Stotal = KaCa ¥ Sieag
To obtain an accurate result we must eliminate determinate errors that affect the signal, Sy, the method’s sensitivity, ks, and the signal due to the reagents, Sq.o

To ensure that we accurately measure S, we calibrate our equipment and instruments. To calibrate a balance, for example, we use a standard weight of known
mass. The manufacturer of an instrument usually suggests appropriate calibration standards and calibration methods.

To standardize an analytical method we determine its sensitivity. There are several standardization strategies available to us, including external standards, the
method of standard addition, and internal standards. The most common strategy Is 3 multiple-point external standardization and a normal calibration curve. We use
the method of standard additions, in which we add known amounts of analyte to the sample, when the sample’s matrix complicates the analysis. When it is difficult
to reproducibly handle samples and standards, we may choose to add an internal standard.

Single-point standardizations are commeon, but are subject to greater uncertainty. Whenever possible, a multiple-point standardization is preferred, with results
displayed as a calibration curve. A linear regression analysis provides an equation for the standardization.

A reagent blank corrects for any contribution to the signal from the reagents used in the analysis. The most common reagent blank is one in which an analyte-free
sample is taken through the analysis. When a simple reagent blank does not compensate for all constant seurces of determinate error, other types of blanks, such
as the total Youden blank, are used.

6: Equilibrium Chemistry

Regardless of the problem on which an analytical chemist is working, its solution requires a knowledge of chemistry and the ability to apply that knowledge to solve a
problem. For example, an analytical chemist who is studying the effect of pollution on spruce trees needs to know, or know where to find, the chemical differences between
p-hydroxybenzoic acid and p-hydroxyacetophenone, two commen phenals found in the needles of spruce trees.

The ability to "think as a chemist” is a product of your experience in the classroom and in the laboratory. For the most part, the material in this text assumes you are
familiar with topics covered in earlier courses; however, because of its importance to analytical chemistry, this chapter provides a review of equilibrium chemistry. Much of
the material in this chapter should be familiar to you, although some topics—ladder diagrams and activity, for example—likely afford you with new ways to look at
equilibrium chemistry.

In 1798, the chemist Claude Berthollet accompanied Napoleon’s military
expedition to Egypt. While visiting the Natron Lakes, a series of salt water lakes
carved from limestone, Berthollet made an observation that led him to an
important discovery. When exploring the lake’s shore, Berthollet found deposits
of NaCOs, a result he found surprising. Why did Berthollet find this result
surprising and how did it contribute to an important discovery? Answering these
questions provides us with an example of chemical reasoning and introduces us
to the topic of this chapter.

At the end of the 18th century, chemical reactivity was explained in terms of elective affinities [Quilez, J. Chem. Educ. Res. Pract. 2004, 5, 69-87]. If, for example,
substance A reacts with substance BC to form AB

A+BCAB+C

then A and B were said to have an elective affinity for each other. With elective affinity as the driving force for chemical reactivity, reactions were understood to
proceed to completion and to proceed in one direction. Once formed, the compound AE could not revert to A and BC.

A+BC=AB+C
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From his experience in the laboratory, Berthellet knew that adding selid Na;C0O5 to a solution of CaCl; produces a precipitate of CaCOs,
NayCO;3(s) + CaCla(ag) — 2NaCl(ag) + CaCOy(s)
Understanding this, Berthollet was surprised to find solid Na;CO= foerming on the edges of the lake, particularly since the deposits formed only when the lake's salt

water, NaCl{ag), was in contact with solid limestone, CaC0s(s). Where the lake was in contact with clay soils, there was little or ne Na;C0s.

Natron is another name for the mineral sodium carbonate, NazC0O3#10H,0. In nature, it usually contains impurities of NaHCOz and MaCl. In ancient Egypt, natron
was mined and used for a variety of purposes, including as a cleaning agent and in mummification.
Berthollet's important insight was recognizing that the chemistry leading to the formation of Na;COs is the reverse of that seen in the laberatory.
INaCl(ag) + CaCOz(s) — NaaCO4(s) + CaCla{aq)

Using this insight Berthollet reasoned that the reaction is reversible, and that the relative amounts of NaCl, CaC03z, NazCOs, and CaCl; determine the direction in
which the reaction occurs and the final compesition of the reaction mixture. We recognize a reaction’s ability to move in both directions by using a double arrow
when we write the reaction.

NazCO;z(s) + CaCla(ag) = 2NaCl{ag) + CaCOs(s)
For obvious reasons, we call the double arrow, =, an equilibrium arrow.

Berthollet's reasoning that reactions are reversible was an important step in understanding chemical reactivity. When we mix together solutions of NazCO3 and CacClz
they react to produce NaCl and CaCOa. As the reaction takes place, if we monitor the mass of Ca®* that remains in solution and the mass of CaCOj3 that
precipitates, the result looks something like Figure 6.1.1 . At the start of the reaction the mass of Ca®* decreases and the mass of CaCOs increases. Eventually the
reaction reaches a point after which there is no further change in the amounts of these species. Such a condition is called a state of equilibrium.

n reached

Mass

Time

Figure 6.1.1 . Graph showing how the masses of Ca2* and CaCO; change as a function of time during the precipitation of CaC0;. The dashed line indicates when the
reaction reaches equilibrium. Prior to equilibrium the masses of Ca?~ and CaCOy are changing; after equilibrium is reached, their masses remain constant.

Although 3 system at equilibrium appears static on a macroscopic level, it is important to remember that the forward and the reverse reactions continue to eccur. &
reaction at equilibrium exists in a steady-state, in which the rate at which a species forms equals the rate at which it is consumed.

6.2: Thermodynamics and Equilibrium Chemistry

Thermedynamics is the study of thermal, electrical, chemical, and mechanical forms of energy. The study of thermodynamics crosses many disciplines, including
physics, engineering, and chemistry. Of the various branches of thermodynamics, the most important to chemistry is the study of how energy changes during a
chemical reaction.

Consider, for example, the general equilibrium reaction shown in Equation 6.2.1, which involves the species A, B, C, and D, with stoichiometric coefficients of &, b, ¢,
and d.

ad+bB = oC +dD (6.2.1)

By convention, we identify the species on the left side of the equilibrium arrow as reactants and those on the right side of the equilibrium arrow as products. As
Berthollet discovered, writing a reaction in this fashion does not guarantee that the reaction of A and B to produce C and D is favorable. Depending on initial
conditions the reaction may move to the left, it may move to the right, or it may exist in a state of equilibrium. Understanding the factors that determine the
reaction’s final equilibrium positien is one of the goals of chemical thermodynamics.

The direction of a reaction is that which lowers the overall free energy. At a constant temperature and pressure, which is typical of many benchtop chemical
reactions, a reaction’s free energy is given by the Gibb’s free energy function

AG = AH-TAS (6.2.2)

where T is the temperature in kelvin, and AG, AH, and AS are the differences in the Gibb's free energy, the enthalpy, and the entropy between the products and the
reactants.

Enthalpy is a measure of the flow of energy, as heat, during a chemical reaction. A reaction that releases heat has a negative AH and is called exothermic. An
endothermic reaction absorbs heat from its surroundings and has a positive AH. Entropy is a measure of energy that is unavailable for useful, chemical work. The
entropy of an individual species is always positive and generally is [arger for gases than for selids, and for more complex molecules than for simpler molecules.
Reactions that produce a large number of simple, gaseous products usually have a positive AS,

The sign of AG indicates the direction in which a reaction moves to reach its equilibrium position. A reaction is thermedynamically favorable when its enthalpy, AH,
decreases and its entropy, AS, increases. Substituting the inequalities AH < 0 and AS > 0 into Equation 6.2.2 shows that a reaction is thermodynamically favorable
when AG is negative. When AGis positive the reaction is unfavorable as written (although the reverse reaction is favorable). A reaction at equilibrium has a AG of
zero.

79



Analytical Chemistry - AIU

Equation 6.2.2 shows that the sign of AG depends on the signs of AH and of AS, and the temperature, T. The following table summarizes the possibilities.
AH AS AG
- + AG = 0 at all temperatures
— AG < 0 at low temperzatures only
1= + AG = 0 3t high temperatures only

+ _ AG = 0 at all temperatures

Note that the what constitutes "low temperatures” or "high temperatures” depends on the reaction.

As a reaction moves from its initial, non-equilibrium condition to its equilibrium pesition, its value of AG approaches zero. At the same time, the chemical species in
the reaction experience a change in their concentrations. The Gibb's free energy, therefore, must be a function of the concentrations of reactants and products.

As shown In Equation 6.2.3, we can divide the Gibb's free energy, AG, into two terms.
AG =AG" + RTInQ, (6.2.3)

The first term, AG®, is the change in the Gibb's free energy when each species in the reaction is in its standard state, which we define as follows: gases with unit
partial pressures, solutes with unit concentrations, and pure solids and pure liquids. The second term includes the reaction quotient, @y, which accounts for non-
standard state pressures and concentrations. For reaction 6.2.1 the reaction quotient is

[C)[D)
Q= AFEP (6.2.4)

where the terms in brackets are the concentrations of the reactants and products. Note that we define the reaction quotient with the products in the numerator and
the reactants in the denominator. In addition, we raise the concentration of each species to a power equivalent to its stoichiometry in the balanced chemical
reaction. For a gas, we use partial pressure in place of concentration. Pure solids and pure liquids do not appear in the reaction quotient.

Although not shewn here, each concentration term in Equation 6.2.4 is divided by the corresponding standard state concentration; thus, the term [C]° really

means
et

where [C]° is the standard state concentration for C. There are two important consequences of this: (1) the value of Qis unitless; and (2) the ratio has a value
of 1 for a pure solid or a pure liquid. This is the reason that pure selids and pure liquids do not appear in the reaction quotient.

At equilibrium the Gibb's free energy is zero, and Equation 6.2.3 simplifies to
MG" = —-RTIn K

where Kis an equilibrium constant that defines the reaction’s equilibrium position. The equilibrium constant is just the reaction quotient’s numerical value when
we substitute equilibrium concentrations into Equation 6.2.4.

_ [CRalDy
Al (Bl

Here we include the subscript "eg” to indicate a concentration at equilibrium. Although generally we will omit the "eq” when we write an equilibrium constant
expressions, it is important to remember that the value of K is determined by equilibrium concentrations.

(6.2.5)

As written, Equation 6.2.5 is a limiting law that applies only to infinitely dilute solutions where the chemical behavior of one species is unaffected by the presence
of other species. Strictly speaking, Equation 6.2.5 is written in terms of activities instead of concentrations. We will return to this point in Chapter 6.9. For now,
we will stick with concentrations as this convention already is familiar to you.

6.3: Manipulating Equilibrium Constants

We will take advantage of two useful relatienships when we work with equilibrium constants. First, if we reverse a reaction’s direction, the equilibrium constant for
the new reaction is the inverse of that for the original reaction. For example, the equilibrium constant for the reaction
_ [ABy]

[A][B]2

A+2B—AB, K,

is the inverse of that for the reaction
[ 2
AB, = A+2B  K,=(K;)'= AJ[B]
[ABs|

Second, if we add together two reactions to form a new reacton, the equilibrium constant for the new reaction is the product of the equilibrium constants for the
original reactions.

AtCeac  Ks- A9
h T I
. _[AGy]
AC+C—=AC, K = [AC—_]FC]
[AC] ~ [AC) _ [ACy]

A+2C=AGCy K = K3 x Ky =

AJlc] " TACC]  TJlcF
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v BExample 6.3.1

Calculate the equilibrium constant for the reaction

2A+B=C+3D

given the following information

Rxnl: A+B+=D Ky =0.40
Bxn2: A+ E=C+D+F K>=010
Bxn3:C+E=B K;=20
Rind4: F+C=D+ B Ky =50

Solution
The overall reaction is equivalent to

Rxn1+Rxn2 - Rxn3d+ Rxn4
Subtracting a reaction is equivalent to adding the reverse reaction; thus, the overall equilibrium constant is

_Kl % Ha x Ky _D.40><0.10><5.0_0m
B K, N 2.0 S

K

? Exercise 6.3.1

Calculate the equilibrium constant for the reaction
C+D+F—=24A+13B
using the equilibrium constants from Example 6.3.1 .

Answer

The overall reaction is equivalent to

Rxn4 -2 xRxnl
Subtracting a reaction is equivalent to adding the reverse reaction; thus, the overall equilibrium constant is

K= _ (59) — 3195~ 31

C(Ky)? (0.40)2

6.4: Equilibrium Constants for Chemical Reactions

Several types of chemical reactions are important in analytical chemistry, either in preparing a sample for analysis or during the analysis. The most significant of
these are precipitation reactions, acid—base reactions, complexation reactions, and exidation—reduction reactions. In this section we review these reactions and their
equilibrium constant expressions.

Another commaon name for an oxidation—reduction reaction is a redox reaction, where “red” is short for reduction and “ox”" is short for oxidation.

Precipitation Reactions

In a precipitation reaction, two or more soluble species combine to form an insoluble precipitate. The most common precipitation reaction is a metathesis reaction
in which two soluble ionic compounds exchange parts. For example, if we add a solution of lead nitrate, Pb(NO3)3, te a solution of potassium chleride, KCl, a

precipitate of lead chloride, PbClz, forms, We usually write a precipitation reaction as a net ionic equation, which shows only the precipitate and those ions that form
the precipitate; thus, the precipitation reaction for PbCl; is

Pb** (ag) + 2C1 (ag) = PbCly(s)
When we write the equilibrium constant for a precipitation reaction, we focus on the precipitate’s solubility; thus, for PbCl;, the solubility reaction is

PhCla(s) = Pb** (ag) + 2C1 (ag)
and its equilibrium constant, or selubility product, Kp, is

Kq = [Pr2t] [ ] (6.4.1)

Even though it does not appear in the K, expression, it is important to remember that Equation 6.4.1 is valid only if PbClz(s) is present and in equilibrium with Ph2*
and CI™. you will find values for selected sclubility products in Appendix 10,
Acid—Base Reactions

A useful definition of acids and bases is that independently introduced in 1923 by Johannes Bransted and Thomas Lowry. In the Brensted-Lowry definition, an acid
is a proton donor and a base is a proton acceptor. Mote the connection between these definitions—defining a base as a proton accepter implies there is an acid
available to donate the proton. For example, in reaction 6.4.2 acetic acid, CH3COOH, donates a proton to ammenia, NHz, which serves as the base.

CH;COOH(ag) + NHy(ag) = NH{ (ag) + CH;COO (ag) (6.4.2)
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When an acid and a base react, the products are a new acid and a new base. For example, the acetate ion, CH3COO", in reaction 6.4.2 is 3 base that can accept a
proton from the acidic ammonium ion, NH], forming acetic acid and ammonia. We call the acetate ion the conjugate base of acetic acid, and we call the
ammonium ion the conjugate acid of ammaonia.

Strong and Weak Acids

The reaction of an acid with its solvent (typically water) is an acid dissociation reaction. We divide acids into two categories—strong and weak—based on their
ability to donate a proton to the solvent. A strong acid, such as HCl, almost completely transfers its proton to the solvent, which acts as the base.

HCl(ag) + HaO(l) — H307 (ag) + Cl ™ (aq)

We use a single arrow {—) in place of the equilibrium arrow (=) because we treat HCl as if it dissociates completely in an agueous solution. In water, the common
strong acids are hydrochloric acid (HCl), hydroiedic acid {HI), hydrobromic acid (HBr), nitric acid (HNOs), perchloric acid (HClOy4), and the first proton of sulfuric acid
(H5504).

The strength of an acid is a function of the acid and the solvent. For example, HCl does not act as a strong acid in methanol. In this case we use the equilibrium
arrow when writing the acid—base reaction.

HCl + CH3;0H — CH3;0H; + CI°

A weak acid, of which agueous acetic acid is one example, does not completely donate its acidic proton to the solvent. Instead, most of the acid remains
undissociated with only a small fraction present as the conjugate base.

CH;COOH(agq) + HyO(l) = HyO" (ag) + CH;COO ™ (ag)
The equilibrium constant for this reaction is an acid dissociation constant, k,, which we write as

~ [cHsc00 | [m0']

-_—— = _175x 107"
a [CH,CO0H] *

The magnitude of X provides information about a weak acid's relative strength, with a smaller k; corresponding to a weaker acid. The ammonium ion, NH], for
example, has a &; of 5.702 x 10" and is a weaker acid than acetic acid.

Earlier we noted that we omit pure solids and pure liquids from equilibrium constant expressions. Because the solvent, H;0, is not pure, you might wonder why
we have not included it in acetic acid’s K expression. Recall that we divide each term in an equilibrium constant expression by its standard state value. Because
the concentration of H20 is so large—it is approximately 55.5 mol/L—its concentration as a pure liguid and as a solvent are virtually identical. The ratio

H,0]
[H,0["

is essentially 1.00.

A monoprotic weak acid, such as acefic acid, has only a single acidic proton and a single acid dissociation constant. Other acids, such as phosphoric acid, have
multiple acidic protons, each characterized by an acid dissociation constant. We call such acids pelyprotic. Phospheric acid, for example, has three acid dissociation
reactions and three acid dissociation constants.

HzPOy (ag) + HaO(I) = H3O" (ag) + HaPOj (ag)

' [mopo;] [m0°]
[H;POy4]

H:PO, (ag) + H20(1) = Hy0" (ag) + HPO} (aq)

—711x 1072

[HPO]"| [H:0°]

— = 6.32 x 107
[H,PO; |

Koz =

HPO} (ag) + HzO(1) = H;0*(ag) + PO} (ag)
PO} | [H;0F
o, POImO]
[HPO: |
The decrease in the acid dissociation constants from K, to Kis tells us that each successive proton is harder to remove. Consequently, H:POy is a stronger acid than
HyPOy, and HaPOy is a stronger acid than HPOE'.
Strong and Weak Bases
The most commeon example of a strong base is an alkali metal hydroxide, such as sodium hydroxide, NaOH, which completely dissociates to produce hydroxide ion.

NaOH(s) — Na™(ag) + OH™ (ag)

A weak base, such as the acetate jon, CHzCOO™, only partially accepts a proton from the solvent, and is characterized by a base dissociation constant, K. For
example, the base dissociation reaction and the base dissociation constant for the acetate ion are

CH3C00 (ag) + HaO(l) = OH (ag) + CHyCOOH(aq)

_ [CH;COOH] [OH |

b= [CH:C00] =571 x 1071
HyC

A polyprotic weak base, like a polyprotic acid, has more than one base dissociation reaction and more than one base disseciation constant.

Amphiprotic Species

Some species can behave as either a weak acid or as a weak base. For example, the following two reactions show the chemical reactivity of the bicarbonate ion,
HCOy, in water.

HCO, (ag) + HyO(I) — Hz0" (ag) + CO2 (aq) (6.4.3)

HCOy (ag) + HyO(1) = OH" (ag) + HyCO3(aq) (6.4.4)
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A species that is both a proton doner and a proton acceptor is called amphiprotic. Whether an amphiprotic species behaves as an acid or as a base depends on
the equilibrium constants for the competing reactions. For bicarbonate, the acid dissociation constant for reaction 6.4.2

[c037] [H;07]

Ko = — 4.60 x 1071
® T mco,]
is smaller than the base dissociation constant for reaction 6.4.4.
CO3| [OH
Ky = m —92.95%10°*

[HCO;]
Because bicarbonate is a stronger base than it is an acid, we expect that an aqueous solution of HCO, is basic.

Dissociation of Water

Water is an amphiprotic solvent because it can serve as an adid or as a base. An interesting feature of an amphiprotic solvent is that it is capable of reacting with
itself in an acid-base reaction.

2Hs0(1) = H:0"(ag) + OH (aqg) (6.4.5)
We identify the equilibrium constant for this reaction as water’s dissodiation constant, K,
Ky = [H;OF] [OH"] =1.00 x 10~ (6.4.6)

at a temperature of 24°C. The value of K,, varies substantially with temperature. For example, at 20°C K, is 6.809 x 10~'%, while at 30°C K,, is 1.460 x 10, At
25°C, K, is 1.008 x 10, which is sufficiently close to 1.00 x 10~ that we can use the latter value with negligible error.

An important consequence of Equation 6.4.6 is that the concentration of Hz0™ and the concentration of OH™ are related. If we know [Hz07] for a solution, then we
can calculate [OH™] using Equation 6.4.6.

+ Example 6.4.1

What is the [OH™] if the [H:07]is 6.12 x 10~° M?
Solution

—14
[oE7] = L‘; = & —1.63x 1010
[H;0%] 612 x 105

The pH Scale

Equation 6.4.6 allows us to develop a pH scale (pH = — log[H;0"]) that indicates a solution’s acidity. When the concentrations of H;0™ and OH™ are equal a
solutien is neither acidic nor basic; that is, the solution is neutral. Letting

10| — 08|
substituting into Equation 6.4.6
Ky = [H:07]* = 1.00 x 1071
and solving for [H307] gives
[H;07] = V1.0 x 10 = 1.00 x 1077

A neutral solution of water at 25°C has a hydronium ion concentration of 1.00 % 10°7 M and a pH of 7.00. Tn an acidic solution the concentration of Hz0™ is greater
than that for OH™, which means that

[H307] > 1.00 x 107 ™™

The pH of an acidic solution, therefore, is less than 7.00. A basic selution, on the other hand, has a pH greater than 7.00. Figure 6.4.1 shows the pH scale and pH
values for some representative solutions.

pH
1 Gastric Juice
Vinegar
“Pure” Rain
o Milk
7 — MNewutral
a el
9 }
10 — Milk of Magnesia
n
1 Househ:
13
14

Figure 6.4.1 . Scale showing the pH value for representative solutions. Milk of Maanesia is 2 saturated solution of Mg(OH),.

Tabulating Values for K; and K

A useful ebservation about weak acids and weak bases is that the strength of a weak base is inversely proportienal to the strength of its conjugate weak acid.
Consider, for example, the dissociation reactions of acetic acid and acetate.

CH;COOH(ag) + HyO(l) = Hz0" (ag) + CH;COO ™ (ag) (6.4.7)
CH3COO (agq) + HyO(I) = OH (aq) + CH3COOH(aq) (6.4.8)
Adding together these two reactions gives the reaction

2H,0(I) = H30" (ag) + OH" (ag)
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for which the equilibrium constant is K. Because adding together two reactions is equivalent to multiplying their respective equilibrium constants, we may express
K, 8s the product of K, for CH3COOH and K, fer CH3COO0™

K+ = Kucn,coon * Ky cgcon
For any weak acid, HA, and its conjugate weak base, A, we can generalize this to the following equation
Ko = Koma = Ky (6.4.9)
where HA and A™ are a conjugate acid—base pair. The relationship between K; and &, for a conjugate acid—base pair simplifies our tabulation of acid and base

dissociation constants. Appendix 11 includes acid dissociation constants for a variety of weak acids. To find the value of & for a weak base, use Equation 6.4.9 and
the K value for its corresponding weak acid.

A common mistake when using Equation 6.4.9 is to forget that it applies to a conjugate acid—base pair only.

+ Example 6.4.2

Using Appendix 11, calculate values for the following equilibrium constants.

2. K, for pyridine, CsHzN
b. Ky, for dihydrogen phosphate, HyPO,

Solution
- . 10—14
) oy = e, — JELUE —1.60%10°°
: K, con,nm 5.00 x 105
- 00 x 1014
(B) Kypopo, — 2 — 20X 1510

K.mpo, T7.11x107

When finding the &, value for a polyprotic weak base, be careful to choose the correct K value. Remember that Equation 6.4.9 applies to a conjugate acid-base
pair only. The conjugate acid of HaPOj is H3PO4, nut}[POE"

? Exercise 6.4.1

Using Appendix 11, calculate K, values for hydrogen oxalate, HC,0,, and for oxalate, C,03 .

Answer

The Ky for hydrogen oxalate is

—14
Konioo; = Ko _ L00x10 % 170 x 10-1
’ im0, 5.60 x 1072

and the Kj, for oxalate is

14
Koy =K OO
S Koweo, 5.42 % 107"

As we expect, the & value for C-_;Og' is larger than that for HC2 Oy .

Complexation Reactions

A more general definition of acids and bases was propesed in 1923 by G. M. Lewis. The Brensted-Lowry definition of acids and bases focuses on an acid’s proton-
donating ability and a base’s proton-accepting ability. Lewis theory, on the other hand, uses the breaking and the forming of covalent bends to describe acids and
bases. In this treatment, an acid is an electron pair acceptor and a base in an electron pair doner. Although we can apply Lewis theary to the treatment of acid—
base reactions, it is more useful for treating complexation reactions between metal ions and ligands.

The following reaction between the metal ion Cd®* and the ligand NH; is typical of a complexation reaction.

Cd** (aq) + 4 : NHz(ag) = Cd(: NHy)}" (ag) (6.4.10)
The product of this reaction is a metal—ligand complex. In writing this reaction we show ammenia as :MHz, using a pair of dots to emphasize the pair of
electrons that it donates to Cd®*. In subsequent reactions we will omit this notation.
Metal-Ligand Formation Constants

We characterize the formation of a metal-ligand complex by a formation constant, K. For example, the complexation reaction between Cd®* and NH;, reaction
.4.10, has the following equilibrium constant.

[cams)i’]

K,=[

———— =55x107 (6.4.11)
Cd?'] [NH;]

The reverse of reaction 6.4.10 is a dissociation reaction, which we characterize by a dissociation constant, K that is the reciprocal of A

Many complexation reactions occur in a stepwise fashion. For example, the reaction between Cd?* and NH; involves four successive reactions.

Cd* (aq) + NHs(ag) = CA(NH;)™" (ag) (6.412)
Cd(NH:)"" (ag) + NHz(ag) — Cd(NHz)}' (aq) (6.4.12)
CA(NH;)3 " (ag) + NH;(ag) = Cd(NH3)3* (aq) (6.414)
CA(NHz); (ag) + NHz(ag) — Cd(NHz)}' (aq) (6.4.15)

To avoid ambiguity, we divide formation constants into two categories. A stepwise formation constant, which we designate as K; for the A step, describes the
successive addition of ene ligand to the metal-ligand complex from the previous step. Thus, the equilibrium constants for reactions 6.4.12-6.4.15 are, respectively,
Ky, K3, K5, and Ka. An overall, or cumulative formation constant, which we designate as 8;, describes the addition of iligands to the free metal ion. The
equilibrium constant in Equation 6.4.11 is correctly identified as B4, where

By =Ky x Ko Kg % Ky
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In general

n
B = Ky x Ko x -+ x K = || K

)
Stepwise and overall formation censtants for selected metal-ligand complexes are in Appendix 12.

Metal-Ligand Complexation and Solubility

A formation constant describes the addition of one or more ligands to a free metal ion. To find the equilibrium constant for a complexation reaction that includes a

solid, we combine appropriate Kz, and Ki expressions. For example, the solubility of AgCl increases in the presence of excess chloride ions as the result of the
following complexation reaction.

AgCl(s) + C1 (ag) = Ag(C1), (ag) (6.4.16)

We can write this reaction as the sum of three other equilibrium reactions with known equilibrium constants—the solubility of AgCl, which is described by its
reaction

AgCl(s) = Ag*(ag) + CI (aq)
and the stepwise formation of AgCly, which is described by K:and K > reactions.
Ag*(ag) + C (ag) = AgCl(ag)
AgCl{ag) + CI~(aq) = AgCl; (ag)
The equilibrium constant for reaction 6.4.16, therefare, is Kg x K; x Ka.
Determine the value of the equilibrium constant for the reaction
PbCly(s) — PbCly(aq)
Solution
We can write this reaction as the sum of three other reactions. The first of these reactions is the solubility of PbCly(s), which is described by its K, reaction.
PbClL(s) = Pb*' (ag) + 2C1 (aq)
The remaining two reactions are the stepwise formation of PbCly(ag), which are described by K; and &;.
Pb** (ag) + Cl (ag) = PbCL" (aq)
PbCl* (ag) + C1 (ag) = PbCly(ag)

Using values for K, Ky, and K3 from Appendix 10 and Appendix 12, we find that the equilibrium constant is

? Exercise 6.4.2

What is the equilibrium constant for the following reaction? You will find appropriate equilibrium constants in Appendix 10 and Appendix 12.

AgBr(s) + 25,03 (ag) = Ag(S104); (ag) +Br (ag)

K=Kgx K xK = (17x107°) x 389 x 1.62 =11 x 107

Answer

We can write the reaction as a sum of three other reactions. The first reaction is the solubility of AgBr(s), which we characterize by its K.
AgBr(s) = Ag' (ag) + Br (aq)
The remaining two reactions are the stepwise formation of Ag(S,03 )g_, which we characterize by K3 and Az.
Ag’(ag) + 8205 (ag) = Ag(S20:) (ag)
Ag(S203) (ag) + 5202 (ag) = Ag(S205 ):_ (ag)
Using values for Kg,, Ky, and k; from Appendix 10 and Appendix 12, we find that the equilibrium constant for our reaction is

K — Ky, x K; x Ky — (5.0 x 107%) (6.6 x 10%) (7.1 x 10*) — 23

Oxidation—Reduction (Redox) Reactions

An oxidation—reduction reaction occurs when electrons move from one reactant to another reactant. As a result of this transfer of electrons, the reactants undergo a
change in oxidation state. Those reactant that increases its oxidation state undergoes oxidation, and the reactant that decreases its oxidation state undergoes
reduction. For example, in the following redox reaction between Fe®* and oxalic acid, H.C,04, iron is reduced because its oxidation state changes from +3 to +2,

9Fe* (ag) + HaCsOy(ag) + 2HO(1) = (6.4.17)

2Fe?t (ag) + 2C04(g) + 2Hs0 " (ag)
Oxalic acid, on the other hand, is oxidized because the oxidation state for carbon increases from +3 in HzC204 to +4 in CO3.
We can divide a redox reaction, such as reaction 6.4.17, into separate half-reactions that show the oxidation and the reduction processes.
H,C204(ag) + 2H,0(1) = 2C04(g) + 2H207 (ag) + 26~
Fe''(ag) +e — Fe’'(aq)

It is important to remember, however, that an oxidation reaction and a reduction reaction always occur as a pair. We formalize this relationship by identifying as a
reducing agent the reactant that is oxidized, because it provides the electrons for the reduction half-reaction. Conversely, the reactant that is reduced is an
oxidizing agent. In reaction 6.4.17, Fe> is the oxidizing agent and H.C,04 is the reducing agent.

The products of a redox reaction also have redox properties. For example, the Fe?” in reaction 6.4.17 is oxidized to Fe®* when €O is reduced to HzCz04. Borrowing
some terminology from acid—base chemistry, Fe®* is the conjugate reducing agent of the oxidizing agent Fe*, and CO; is the conjugate oxidizing agent of the
reducing agent HyC;04.
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Thermodynamics of Redox Reactions

Unlike precipitation reactions, acid-base reactions, and complexation reactions, we rarely express the equilibrium position of a redox reaction with an equilibrium
constant. Because a redox reaction involves a transfer of electrons from a reducing agent to an oxidizing agent, it is convenient to consider the reaction’s
thermodynamics in terms of the electron.

For a reaction in which one mole of a reactant undergoes oxidation or reduction, the net transfer of charge, @, in coulombs is
Q=nF

where nis the moles of electrons per mole of reactant, and Fis Faraday's constant {96485 C/mol). The free energy, AG, to move this charge, Q, over a change in
potential, E, is

AG = EQ
The change in free energy (in kJ/mole) for a redox reaction, therefore, is
AG = —nFE (6.4.18)

where AG has units of kJ/mol. The minus sign in Equation 6.4.18 is the result of a different convention for assigning a reaction’s favorable direction. In
thermodynamics, a reaction is favored when AG is negative, but an oxidation-reduction reaction is favored when Eis positive. Substituting Equation 6.4.18 into
equation 6.2.3

—nFE— —nFE° +RTInQ,

and dividing by —nF, leads to the well-known Nernst equation
RT
E-EFE - _—_hnQ,
E nF Q

where E9 is the potential under standard-state conditions. Substituting appropriate values for R and F, assuming a temperature of 25 2C (298 K), and switching from
fnto log gives the potential in volts as

0.05916

n

E—E

log Q- (6.4.19)
Standard Potentials

A redox reaction's standard potential, £, provides an alternative way of expressing its equilibrium constant and, therefore, its equilibrium position. Because a
reaction at equilibrium has a AG of zero, the potential, £, also is zero at equilibrium. Substituting these values into Equation 6.4.19 and rearranging provides a
relationship between £° and £

0.05916

g LN,k (6.4.20)

A standard potential is the potential when all species are in their standard states. You may recall that we define standard state conditions as follows: all gases
have unit partial pressures, all solutes have unit concentrations, and all solids and liquids are pure.

We generally do not tabulate standard potentials for redox reactions. Instead, we calculate £ using the standard potentials for the corresponding oxidation half-
reaction and reduction half-reaction. By convention, standard potentials are provided for reduction half-reactions. The standard potential for a redox reaction, £°, is
E -E,, - E;

where E7_ and EZ; are the standard reduction potentials for the reduction half-reaction and the oxidation half-reaction.
Because we cannot measure the potential for a single half-reaction, we arbitrarily assign a standard reduction potential of zero to a reference half-reaction
2H;07 (agq) + 2e~ = 2H,0(1) + Hy(g)

and report all other reduction potentials relative to this reference. Appendix 13 contains a list of selected standard reduction potentials. The more positive the
standard reduction potential, the more favorable the reduction reaction is under standard state conditions. For example, under standard state conditions the
reduction of Cu* to Cu (E° = +0.3419 V) is more favorable than the reduction of Zn®* to Zn (£° = —0.7618 V).

v Example 6.4.4

Calculate (a) the standard potential, (b) the equilibrium constant, and (c) the potential when [Ag™] = 0.020 M and [Cd*] = 0.050 M, for the following reaction
at 25°C.

Cd(s) + 2Ag ™ (ag) = 2Ag(s) + Cd** (ag)
Solution
(a) In this reaction Cd is oxidized and Ag™ is reduced. The standard cell potential, therefore, is

E' =By, — B2 o — 07996 — (~0.4030) — 12026 V

(b) To calculate the equilibrium constant we substitute appropriate values into Equation 6.4.20.

0.05916 V]

E° =1.2026 V= og K

Solving for K gives the equilibrium constant as

log K — 40.6558
K — 4.527 x 10

(c) To calculate the potential when [Ag™] is 0.020 M and [Cd®"] is 0.050M, we use the appropriate relationship for the reaction quotient, @, in Equation 6.4.10.
fed®]
[4g']*
E—12026V — L6V e, M0 _ g q4v
(0.020)

E— Eo — 006V},
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? Exercise 6.4.3

For the following reaction at 25°C
5Fe?* (ag) + MnOj (ag) + 8H' (ag) = 5Fe¢*" (ag) + Mn®* (aq) + 4H,0(I)

calculate (a) the standard potential, (b) the equilibrium constant, and (c) the petential under these conditions: [Fe2*] = 0.50 M, [Fe¥*] = 0.10 M, [MnO;] =
0.025 M, [MnZ*] = 0.015 M, and a pH of 7.00. See Appendix 13 for standard state reduction potentials.

Answer
The two half-reactions are the oxidation of Fe?* and the reduction of MnO,.
Fe’ (ag) = Fe' (ag) + e
MnO, (ag) + 8H' (ag) + 5e~ = Mn>" (ag) + 4H,0(l)

From Appendix 13, the standard state reduction potentials for these half-reactions are

o _ o _
EFe",l’Pe'z' =0.771 V and Emt}‘,'m’- =151V
(a) The standard state potential for the reaction is
B’ = Ej o it — Bpo jper =151V - 0771V =0.74V

(b) To calculate the equilibrium constant we substitute appropriate values into Equation 6.4.20.

0.05916
E" =074V = TlogK

Solving for K gives its value as 3.5 x 1052,

(c) To calculate the potential under these non-standard state conditions, we make appropriate substitutions into the Mernst equation.

BT [Mu] [re]"

E—E -
nF Moo, | [Fe*]"[m*]"
4 0.015)(0.10)%
B 074 205916 log (0.015)(0.19) - =012V
5 (0.025)(0.50)* (1 x 10 7)

When writing precipitation, acid-base, and metal-ligand complexation reactions, we represent acidity as H;O™. Redox reactions more commonly are written
using H* instead of Hz0™. For the reaction in Exercise 6.4.3 , we could replace H™ with H30™ and increase the stoichiometric coefficient for Hz0 from 4 to 12.

6.5: Le Chatelier’s Principle

At a temperature of 25°C, acetic acid’s dissedation reaction
CH,;COOH(ag) + HyO(1) = H30 " (ag) + CH;COO ™ (ag)
has an equilibrium constant of

[CH:COO0 | [HOT] ) 7o s 6.5.1
- - — 175X 5.
* [CH,COOH) (6:5.1)
Because Equation 6.5.1 has three variables—[CHzCOOH], [CHzCO0O™], and [Hz07]—it does not have a unigue mathematical solution. Nevertheless, although two
solutiens of acetic acid may have different values for [CH3COOH], [CH3COO™], and [H307], each selution has the same value of AL

If we add sodium acetate to a solution of acetic acid, the concentration of CH3COO™ increases, which suggests there is an increase in the value of K3; however,
because & must remain constant, the concentration of all three species in Equation 6.5.1 must change to restore K to its original value. In this case, a partial
reaction of CH3COO0™ and H30™ decreases their concentrations, increases the concentration of CH3COOH, and reestablishes the equilibrium.

The observation that a system at equilibrium responds te an external action by reequilibrating itself in a manner that diminishes that action, is formalized as Le
chatelier's principle. One common action is to change the cencentration of a reactant or product fer a system at equilibrium. As noted above for a solution of

acetic acid, if we add a product to a reaction at equilibrium the system responds by converting some of the products into reactants. Adding a reactant has the
opposite effect, resulting in the conversion of reactants to products.

When we add sodium acetate to a solution of acetic acid, we directly apply the action to the system. It is also possible to apply a change concentration indirectly.
Consider, for example, the solubility of AgCl.

AgCl(s) = Ag™(ag) + C1 (ag) (6.5.2)

The effect on the solubility of AgCl of adding AgNO3 is ebvious, but what is the effect if we add a ligand that forms a stable, soluble complex with Ag™? Ammonia,
for example, reacts with Ag™ as shown here

Ag*(ag) + 2NH;z(aq) = Ag(NH;); (aq) (6.5.3)

Adding ammonia decreases the concentration of Ag™ as the Ag(NH, );{ complex forms. In turn, a decrease in the concentration of Ag™ increases the solubility of
AgCl as reaction 6.5.2 reestablishes its equilibrium position. Adding together reaction 6.5.2 and reaction 6.5.3 clarifies the effect of ammonia on the solubility of
AgCl, by showing ammonia as a reactant.

AgCl(s) + 2NHs (ag) = Ag(NHz); (ay) + C1 (ag) (6.5.4)

So what is the effect on the solubility of AgCl of adding AgNO4? Adding AgNO; increases the concentration of Ag™ in solution. To reestablish equilibrium, some of
the Ag™ and CI” react to form additional AgCl; thus, the solubility of AgCl decreases. The solubility product, Kep, of course, remains unchanged.
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+ Bample 6.5.1

What happens to the solubility of AgCl if we add HNOs to the equilibrium solution defined by reaction 6.5.47

Solution
Nitric acid is a strong acid, which reacts with ammonia as shown here
HNOg(ag) + NHy(ag) = NHI’(aq) +NO; (ag)

Adding nitric acid lowers the concentration of ammonia. Decreasing ammonia'’s concentration causes reaction f.5.4 to move frem products to reactants,
decreasing the solubility of AgCl.

Increasing or decreasing the partial pressure of a gas is the same as increasing or decreasing its concentration. Because the concentration of a gas depends on its
partial pressure, and not on the total pressure of the system, adding or removing an inert gas has no effect on a reaction’s equilibrium position.

We can use the ideal gas law to deduce the relationship between pressure and concentration. Starting with PV = nRT, we solve for the molar concentration

n P
M-=-_ _
VvV RT

Of course, this assumes that the gas is behaving ideally, which usually is a reasonable assumption under normal laberatory conditions.

Most reactions involve reactants and products dispersed in a solvent. If we change the amount of solvent by diluting the solution, then the concentrations of all
reactants and products must increase; conversely, if we allow the solvent to evaporate partially, then the concentration of the solutes must increase. The effect of
simultaneously changing the concentrations of all reactants and preducts is not intuitively as obvious as when we change the concentration of a single reactant or
product. As an example, let's consider how diluting a solution affects the equilibrium position for the formation of the aqueous silver-amine complex (reaction 6.5.3).
The equilibrium constant for this reaction is

[Ag(NIL)5],, (655)
= ——————— 5.
[Ag'] o [NHal,
where we include the subscript "eq” for dlarification. If we dilute a portion of this solution with an egual velume of water, each of the concentration terms in
Equation 6.5.5 is cut in half. The reaction quotient, @, becomes
0.5[Ag(NH;); 05  [Az(NH3);
[Ae(NE); | A, 656)

" os[Ag'| (OSPINELE,  OFF  [Ag'] [NEZ,

Because @, is greater than fg, equilibrium is reestablished by shifting the reaction to the left, decreasing the concentration ong[NH‘,];. Note that the new
equilibrium position lies toward the side of the equilibrium reaction that has the greatest number of solute particles (one Ag™ ion and two melecules of NH; versus a
single metal-ligand complex). If we concentrate the solution of Ag(NH,); by evaporating some of the solvent, equilibrium is reestablished in the opposite direction.
This is a general conclusion that we can apply to any reaction. Increasing volume always favors the direction that produces the greatest number of particles, and
decreasing volume always favors the direction that produces the fewest particles. If the number of particles is the same on both sides of the reaction, then the
equilibrium position is unaffected by a change in volume,

6.6: Ladder Diagrams

When we develop or evaluate an analytical method, we often need to understand how the chemistry that takes place affects our results. Suppose we wish to isolate
Ag™ by precipitating it as AgCl. If we also need to control pH, then we must use a reagent that does not adversely affect the solubility of AgCl. 1t is a mistake to use
MH3 to adjust the pH, for example, because it increases the solubility of AgCl (see reaction 6.5.4). One of the primary sources of determinate errors in many
analytical methods is failing te account for potential chemical interferences.

In this section we introduce the ladder diagram as a simple graphical tool for visualizing equilibrium chemistry. We will use ladder diagrams to determine what
reactions occur when we combine several reagents, to estimate the approximate composition of a system at equilibrium, and to evaluate how a change to solution
conditions might affect an analytical method.

Although net specifically on the topic of ladder diagrams as developed in this section, the following papers provide appropriate background information: (a)
Runo, 1. R.; Peters, D. G. J. Chem. Educ. 1993, 70, 708-713; (b) Vale, 1.; Fernandez-Pereira, C.; Alcalde, M. 1. Chem. Educ. 1993, 70, 790-795; (c) Ferndndez-
Pereira, C.; Vale, J. Chem. Educator 1996, 6, 1-18; (d) Fernandez- Pereira, C.; Vale, J.; Alcalde, M. Chem. Educator 2003, &, 15-21; (e) Fernandez-Pereira, C.;
Alcalde, M.; Villegas, R.; Vale, . J. Chem. Educ. 2007, 84, 520-525. Ladder diagrams are a great tool for helping you to think intuitively about analytical
chemistry. We will make frequent use of them in the chapters to follow.

Ladder Diagrams for Acid—Base Equilibria

Let’s use acetic acid, CHzCOOH, to illustrate the process we will use to draw and to interpret an acid—base ladder diagram. Before we draw the diagram, however,
let's consider the equilibrium reaction in more detail. Acetic acid's acid dissociation reaction and eguilibrium constant expression are

CH3COOH(ag) + HaO(l) = H:0" (ag) + CH;COO (ag)
[CH;C00"] [H;0%]

Ky=/————————  ~ —175x107°
[CH;COOH]|
First, let's take the logarithm of each term in this equation and multiply through by -1
CH;CO00 |
—log K, — 4.76 — —log[H;07] —1lo Iensco0 |
& g[Hs0] —log [CH;COOH)

Mow, let’s replace —log[H3;07] with pH and rearrange the equation to obtain the result shown here.

[CHaC00" ]

H—476+lg— |
p & |CH,Co0H|

(6.6.1)

Equation 6.6.1 tells us a great deal about the relationship between pH and the relative amounts of acetic acid and acetate at equilibrium. If the concentrations of
CH3COOH and CH3COO™ are equal, then Equation 6.6.1 reduces to

pH = 4.76 + log(1) = 4.76 + 0 = 4.76
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If the concentration of CH;COO™ is greater than that of CH;COOH, then the log term in Equation 6.6.1 is positive and the pH is greater than 4.76. This is a
reasonable result because we expect the concentration of the conjugate base, CHzCOO™, to increase as the pH increases. Similar reasoning will convince you that
the pH is less than 4.76 when the concentration of CH;COOH exceeds that of CH;CO0™.

MNow we are ready to construct acetic acid's ladder diagram (Figure 6.6.1 ). First, we draw a vertical arrow that represents the solution's pH, with smaller {more
addic) pH levels at the bottom and larger {more basic) pH levels at the top. Second, we draw a horizontal line at 3 pH equal to acetic acid’s p&; value. This line, or
step on the ladder, divides the pH axis into regions where either CH;COOH or CH;COO™ is the predominate species. This completes the ladder diagram.

more basic
[CH,CO0] > [CH,COOH]
pH PH = pk, = 4.76 +—[CH,C00] = [CH,CO0H]
[€H,CO0H] > [CH.C00"]
maore acidic

Figure 6.6.1 . Acid-base ladder diagram for acetic acid showing the relative concentrations of CHzCOOH and CHzCOC™, A simpler version of this ladder diagram
dispenses with the equalities and inequalities and shows only the predominate species in each region.

Using the ladder diagram, it is easy to identify the predominate form ef acetic acid at any pH. At a pH of 3.5, for example, acetic acid exists primarily as CHzCOOH.
If we add sufficient base to the solution such that the pH increases to 6.5, the predominate form of acefic acid is CH;C00™.

+ Example 6.6.1

Draw a ladder diagram for the weak base p-nitrophenclate and identify its predominate ferm at a pH of 6.00.

Solution

To draw a ladder diagram for a weak base, we simply draw the ladder diagram for its conjugate weak acid. From Appendix 11, the pk; for p-nitrophenol is 7.15.
The resulting ladder diagram is shown in Figure 6.6.2 . At a pH of 6.00, p-nitrophenolate is present primarily in its weak acid form.

mare basic

pH pK, = 7.15

more acidic

Figure 6.6.2 . Acid-base ladder dizagram for p-nitrophenalate.

? Exercise 6.6.1

Draw a ladder diagram for carbonic acid, H2CO3. Because HzCO3 is a diprotic weak acid, your ladder diagram will have two steps. What is the predominate form
of carbonic acid when the pH is 7.00? Relevant equilibrium constants are in Appendix 11.

Answer

A ladder diagram is partcularly useful for evaluating the reactivity between a weak acid and a weak base. Figure 6.6.3 , for example, shows a single ladder diagram
for acetic acid/acetate and for p-nitrophenol/p-nitrophenolate. An acid and a base can not co-exist if their respective areas of predominance do not overlap. If we
mix together solutions of acetic acid and sodium p-nitrophenoclate, the reaction

CsHyNOj (ag) + CH3 COOH(ag) — CH;COO" (ag) + CsH,NO,H(ag) (6.6.2)

occurs because the areas of predominance for acetic acid and p-nitrephenolate do not overlap. The selution’s final compaosition depends on which species is the

limiting reagent. The following example shows how we can use the ladder diagram in Figure 6.6.3 to evaluate the result of mixing together solutions of acetic acid
and p-nitrophenolate.

CH,COOH

Figure 6.6.3 . Acid-base ladder diagram showing the areas of predominance for acetic acid/acetate and for p-nitrophenol/p-nitrophenolate. The areas shaded in blue
shows the pH range where the weak bases are the predominate species; the wezk acid forms are the predominzte species in the areas shaded in

v Bxample 6.6.2

Predict the approximate pH and the final compesition after mixing together 0.090 moles of acetic acid and 0.040 moles of p-nitrophenclate.

Solution

The ladder diagram in Figure 6.6.3 indicates that the reaction between acetic acid and p-nitrophenolate is favorable. Because acetic acid is in excess, we assume

the reaction of p-nitrophenclate to p-nitrophenol is complete. At equilibrium essentially no p-nitrophenclate remains and there are 0.040 mol of p-nitrophenal.
Converting p-nitrophenolate to p-nitrophenol consumes 0.040 moles of acetic acid; thus

moles CH;COOH = 0.090 — 0.040 = 0.050 mol
moles CH;COO = 0.040 mol
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According to the ladder diagram, the pH is 4.74 when there are equal amounts of CHzCOOH and CH3COO™. Because we have slightly more CH3COOH than
CH3COO0™, the pH is slightly less than 4.74.

Using Figure 6.6.3 , predict the approximate pH and the composition of the solution formed by mixing together 0.090 moles of p-nitrophenolate and 0.040 moles
of acetic acid.

Answer

The |adder diagram in Figure 6.6.3 indicates that the reaction between acetic acid and p-nitrophenolate is favorable. Because p-nitrophenolate is in excess, we
assume the reaction of acetic acid to acetate is complete. At equilibrium essentially no acetic acid remains and there are 0.040 meles of acetate. Converting
acetic acid to acetate consumes 0.040 moles of p-nitrophenolate; thus

moles p-nitrophenoclate = 0.090 — 0.040 = 0.050 mol
moles p-nitrophenol — 0.040 mol

According to the ladder diagram for this system, the pH is 7.15 when there are equal concentrations of p-nitrophenol and p-nitrophenolate. Because we have
slightly more p-nitrophenolate than we have p-nitrophenel, the pH is slightly greater than 7.15.

If the areas of predominance for an acid and a base overlap, then we do not expect that much of a reaction will occur. For example, if we mix together selutions of
CH3CO0™ and p-nitrephenel, we do not expect a significant change in the moles of either reagent. Furthermore, the pH of the mixture must be between 4.76 and
7.15, with the exact pH depending upon the relative amounts of CH3COO™ and p-nitrophenal.

We also can use an acid-base ladder diagram to evaluate the effect of pH on other equilibria. For example, the solubility of CaFy
CaFy(s) = Ca®*(aq) + 2F (ag)

is affected by pH because F~ is a weak base. From Le Chatelier's principle, we know that converting F~ to HF will increase the solubility of CaF;. To minimize the
solubility of CaF; we need to maintain the solution's pH so that F~ is the predominate species. The ladder diagram for HF (Figure 6.6.4 ) shows us that maintaining a
pH of mare than 3.17 will minimize solubility losses.

more basic
E
pH pK, = 3.17
HF

more acidic
Figure 6.5.4 . Acid-base ladder diagram for HF. To minimize the solubility of CaFz, we need to keep the pH above 3.17, with more basic pH levels leading to smaller
solubility losses. See Chapter & for 3 more detailed discussion,
Ladder Diagrams for Complexation Equilibria

We can apply the same principles for constructing and interpreting an acid-base ladder diagram to equilibria that involve metal-ligand complexes. For a
complexation reaction we define the ladder diagram’s scale using the concentration of uncomplexed, or free ligand, pL. Using the formation of Cd(NH,)** as an
example

Cd** (ag) + NHz(aq) = Cd(NH;)** (aq)

we can show that log Ky is the dividing line between the areas of predominance for Cd®* and for Cd(NH,)**.

[ca{NHg“]
Ky —356%x10° — —
[Ca™ ] [NHg)
- Jow]
log K; = log(3.55 x 10°) = logw — log[NHs|
[cd(NHs)ﬂ
log Ky = 2.556 = logW + pNH;z
[(jd?+' [(jd2+]
pNH; — log Ky +log————— — 2556 + log ————
[Cd{mlg)“] [C‘.d(NI-Ig)“}

Thus, Cd?~ is the predominate species when pNHs is greater than 2.55 (a concentration of NHz smaller than 2.82 % 10 * M) and for a pNHz value less than 2.55,
Cd(NH,)?" is the predominate species. Figure 6.6.5 shows a complete metal-ligand ladder diagram for Cd2* and NHsz that includes additional Cd—NHz complexes.

less ligand
A
CUJ+

— logi, = 2.55
Cd{MH71E~
— lagik; = 2.01

PNH3 Cd(NHzZ "
— logks = 1.34
Cd(NH43 "

— logk, = 0.84

cdinHF

maore ligand

Figure 6.6.5 . Metal-ligand ladder diagram for Cd2*—NHz complexation reactions. Mote that higher-order complexes form when pNH; is smaller (which corresponds to
larger concentrations of NH3).
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+ Bxample 6.6.3

Draw a single ladder diagram for the Ca(EDTA)2- and the Mo(EDTA)>- metal-igand complexes. Use your ladder diagram to predict the result of adding 0.080
moles of Ca2* to 0.060 moles of Mg(EDTA)2-. EDTA is an abbreviation for the ligand ethylenediaminetetraacetic acid.

Solution

Figure 6.6.6 shows the ladder diagram for this system of metal-igand complexes. Because the predominance regions for Ca2* and Mg(EDTA)?- do not overlap,
the reaction

Ca® (ag) + Mg(EDTA)* (ag) = Ca(EDTA)" (ag) + Mg"" (ag)
proceeds essentially to completion. Because Ca?* is the excess reagent, the composition of the final solution is approximately
moles Ca®" = 0.080 — 0.060 = 0.020 mol
moles Ca(EDTA)? = 0.060 mol
moles Mg?" = 0.060 mol

moles Mg(EDTA)? = 0 mol

Ca(EDTA)2™

Mg(EDTA)"

Figure 6.6.6 . Metal-ligand ladder diagram for Ca{EDTA)?~ and for Mg(EDTA)?~. The areas shaded in blus show the pEDTA range where the free metal ions are the
predominate species; the metal-ligand complexes are the predominate species in the areas shaded in

The metzl-igand ladder dizgram in Figure 6.6.5 uses stepwise formation constants. We also can construct a ladder diagram using cumulative formation constants.
For example, the first three stepwise formation constants for the reaction of Zn2~ with NH3

Zn*' (ag) + NHs(ag) = Zn(NH;)*' (ag) K, = 1.6 x 10°
Zn(NH;)*' (ag) + NHy(ag) = Zn(NH;); ' (ag) Kz =1.95 x 10°
Zn(NHy )3 ' (ag) + NHy(ag) = Zn(NH;)3' (ag) Ky = 2.3 x 10°

suggests that the formation of Zn(NH,)2" is more favorable than the formation of Zn(NH,)** or Zn(NH,)2'. For this rezson, the equilibrium is best represented
by the cumulative formation reaction shown here.

Zn*' (ag) + 3NH;(ag) = Zn(NH;);' (ag) fs = 7.2 x 10°

Because K3 is greater than Kz, which is greater than &3, the formation of the metal-ligand complex Zn(NH, );" is more favorable than the formation of the ather
metal ligand complexes. For this reason, at lower values of pNHz the concentration of Zn(NH;)3" is larger than the concentrations of Zn(NH,)*" or
Zn(NH;);". The value of 5; is

Py =Ky = Ky = Ky

To see how we incorporate this cumulative formation constant into a ladder diagram, we begin with the reaction’s equilibrium constant expression.

o]
P T
Taking the log of each side
[zm(ma); |
log B = log ————— — 3log[NH;]
[z0*']

and rearranging gives
[z0%']

1 1
PN'H:=§1°E|3: +§lﬂgm

When the concentrations of Zn and Zn(NH,);" are equal, then

1
PNH: :Elogﬁ, =220

91



Analytical Chemistry - AIU

In general, for the metal-ligand complex ML, the step for 2 cumulative formation constant is

1
pL = —logf,
Figure 6.5.7 shows the complete ladder diagram for the Zn2*-NHz system.
less ligand
A
Zn2+
[—3logfi; = 2.29
PNR3 | Zn(nHy3*
— logky = 2.03
Zn(NH3)3"
more ligand

Figure 6.6.7 . Ladder diagram for Zn*~—tH- metal-igand complexation reactions showing both a step based on a cumulative formation constant and a step based on a
stepwise formation constant.
Ladder Diagrams for Oxidation/Reduction Equilibria

We also can construct ladder diagrams to help us evaluate redox equilibria. Figure 6.6.8 shows a typical ladder diagram for two half-reactions in which the scale is
the potential, £

sn?t
more negative

Figure 6.6.8 . Redox ladder diagram for Fe®*(Fe’* and for Sn**/Sn®*. The areas shaded in blue show the potential range where the oxidized forms are the predominate
spedes; the reduced forms are the predominate species in the areas shadad in . Note that a more positive potential favers the oxidized form.

The Nernst equation defines the areas of predominance. Using the Fe**/FeZ* half-reaction as an example, we write
[Fe*']

= 0.771 — 0.05916 log W
e

RT [FeM]
E=F _ﬁ]ﬂ@

At a potential more positive than the standard state potential, the predominate species is Fe?™, whereas Fe?* predominates at potentials more negative than £.
When coupled with the step for the Sn**/Sn®* half-reaction we see that Sn?* is a useful reducing agent for Fe®~. If Sn®" is in excess, the potentizl of the resulting
solution is near +0.154 \.

Because the steps on a redox ladder diagram are standard state potentials, & complication arises if solutes other than the oxidizing agent and reducing agent are
present at non-standard state concentrations. For example, the potential for the half-reaction

V03" (ag) +4H;0" (ag) + 2 = U"" (ag) + 6H;0(1)

depends on the solution’s pH. To define areas of predominzance in this case we begin with the Nernst equation

X U-ﬂ
E= 10327 20596, U] -
2 [U0;'] [H:0"]
and factor out the concentration of H30™.
0.05016 4 005016 [U']
E=+0327 It o] — ———1
+0.327 + ———log [H;0'] 3 Dg[uog']

From this equation we see that the area of predominance for UO;" and U*" is defined by a step at 2 potential where [U**] = [UD2'].

I
E=+0327 + %bg [Hs0"]" = +0.327 — 0.1183pH

Figure 6.5.9 shows how pH affects the step for the UO}* /U** half-reaction.

more positive
~
woi®
L £ = +0.327 W (pH = Q)
E — E° = +0.209 V [pH = 1)

b F* = +0.090 VW [pH = 2)

U

more negative

Figure 6.5.9 . Redox ladder diagram for the UCI%' SU half-reaction showing the effect of pH on the step defined by the standard state’s potential.
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6.7: Solving Equilibrium Problems
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Ladder diagrams are 2 ussful tool for evaluating chemical reactivity and for providing a reasonable estimate of 2 chemical system’s composition at equilibrium. If we
need 3 more exact quantitative description of the equilibrium condition, then a ladder diagram is insufficient; instead, we need to find an algebraic solution. In this
section we will learn how to set-up and solve equilibrium problems. We will start with 2 simple problem and work toward more complex problems.

A Simple Problem: The Solubility of Pb(103),

If we place an insoluble compound such as Pb(I03); in deionized water, the solid dissolves until the concentrations of Pb2* and 1O, satisfy the solubility product for
Pb(I0;);. At equilibrium the solution is saturated with Pb(I03);, which means simply that no more solid can dissolve. How do we determine the equilibrium
concentrations of Pb2* and 10, , and what is the molar solubility of PB{I03); in this saturated solution?

When we first add solid Pb(103)z to water, the concentrations of Pb®* and 10, are zero and the reaction quotient, @, is

Q. = [Pb*'] [10;] =0

As the solid dissolves, the concentrations of these ions increase, but - remains smaller than Az, We reach equilibrium and “satisfy the solubility product” when

Qr = ke
We begin by writing the equilibrium reaction and the solubility product expression for Pbi(I0z)z.

PD(I0s ) () = Pb*" (ag) +210; (ag)

K, =[P [10,] =25 x 1013 (6.7.1)

As PB(104); dissolves, two 10, ions form for each ion of Pb2=. If we assume that the change in the molar cencentration of Pb2* at equilibrium is x, then the changs
in the molar concentration of 105 is 2x. The following table helps us keep track of the initial concentrations, the change in con- centrations, and the equilibrium
concentrations of Pb2+ and 105 .

concentrations Pb{103); (s) = Pb** (ag) + 210y (aq)
initial solid 0 0
change solid +x + 2x
equilibrium solid X 2x

Because a solid, such as Pb{I03)z , does not appear in the solubility product expression, we do not need to keep track of its concentration. Remember, however,
that the AL, value applies only if there is some solid Pb{I0:); present at equilibrium.
Substituting the equilibrium concentrations into Equation 6.7.1 and solving gives
(z)(22)? =4z =25 x 10
=307 %10
Substituting this value of x back into the equilibrium concentration expressions for Pb2* and 10, gives their concentrations as
[Pb*'] =2=4.0x 10 *Mand [10;] =2c=70x 10 °

Because one mole of Ph{I03); contains one mole of Pb?*, the molar solubility of Pb(103); is equal to the concentration of PbZ¥, or 4.0 x 1073 M,

We can express a compound’s solubility in two ways: as its molar solubility (mol/L) or as its mass solubility (g/L). Be sure to express your answer clearly.

? Exercise 6.7.1

Calculate the molar solubility and the mass solubility for HgzClz, given the following solubility reaction and A% value,

Hig,Cly(s) = Hg3*(ag) + 21 (ag) Ky =12 10°°

Answer

A More Complex Problem: The Common Ion Effect

Calculating the solubility of Pb(I03); in deionized water is a straightforward problem because the solid’s dissolution is the only source of Pb* and 10 . But what if
we add Pb(I0s); to 2 solution of 0.10 M Pb{NOs),? Before we set-up and solve this problem algebraically, think about the system's chemistry and decide whether
the solubility of Pb(I03); will increase, decrease, or remain the same. Beginning a problem by thinking about the likehy answer is 2 good habit to develop. Knowing
what answers are reasonable will help you spot errors in your calculations and give you more confidence that your solution to 2 problem is correct. Because the
solution already contains a source of Ph2*, we can use Le Chatelier's principle to predict that the solubility of Pb(I03); is smaller than that in our previous problem.

We begin by setting up 2 table to help us keep track of the concentrations of PB2* and 10, as this system moves toward and reaches equilibrium.

concentrations Pb{10:}: (5) = Pb* (ag) + 210y {aq)
initial solid 0.10 0
change solid +x + 2%
equilibrium solid 0.10 + x 2x

Substituting the equilibrium concentrations into Equation 6.7.1
(0,10 +z)(2z)* =2.5 x 109
and multiplying out the terms on the equation’s left side leaves us with
47" 4 0.402" =25 x 107 (6.7.2)

This is a more difficult equation to solve than that for the solubility of PB(I0s); in deionized water, and its solution is not immedizately obvious. We can find a
rigorous solution to Equation 6.7.2 using computational software packages and spreadshests, some of which are described in Chapter 6.10.
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There are saveral approaches to solving cubic equations, but none are computationally easy using just paper and pendil.

How might we solve Equation 6.7.2 if we do not have access to a computer? One approach is to use our understanding of chemistry to simplify the problem. From
Le Chatelier’s principle we know that a large initial concentration of Pb2* will decrease significantly the solubility of Pb(I03)z. One reasonable assumption is that the
initial comcentration of Pb2* is very dose to its equilibrium concentration. If this assumption is correct, then the following approximation is reasonable

[Pb*'] =0.10 + z = 0.10
Substituting this approximation into Equation 6.7.1 and solving for x gives
(0.10)(22)* = 0.42> = 2.5 x 10
T=T701x10"7

Before we accept this answer, we must verify that our approximation is reasonable. The difference between the actual concentration of Pb®*, which is 0,10 + x M,
and our assumption that the concentration of Pb2* is 0.10 M is 7.0 x 107, or 7.0 » 10 % of the assumed concentration. This is 2 negligible error. If we accept
the result of our calculation, we find that the equilibrium concentrations of Pb2™ and 10y are

[Pb*] =0.10 +z =010 Mand [10;] =2z =16 x 10 ° M

actual — assumed

Sherror =———— =100
0.10 —0.10
. T
_ 7,910);;0 x 100
=701 x 10 "%

The molar solubility of Pb(103): is equal to the additional concentration of Pb?* in solution, or 7.9 x 10~* mol/L. As expected, we find that Pb(I01)z is less soluble in
the presence of a solution that zlready contains one of its ions. This is known as the commeon ion effect.

As putlingd in the following example, if an approximation leads to an error that is unacceptzbly large, then we can extend the process of making and evaluating
approximations.

One "rule of thumb” when making an approximation is that it should not introduce an error of more than £5%. Although this is not an unreasonable choice,
what matters is that the error makes sense within the context of the problem you are solving.

' BExample 6.7.1

Calculate the solubility of Pb{I05)z in 1.0 = 10~* M Pb{NOz)a.
Solution
If we let x equal the change in the concentration of Ph®*, then the equilibrium concentrations of Pb®* and 105 are
[Pb*'] =1.0210*+ rand [10;] =2
Substituting these concentrations into Equation 6.7.1 leaves us with
(LOx 10+ z) (2r)* =25 x 1012
To solve this equation for x, let’s make the following assumption
[PB*'] =10x10 '+ z=10x10*M
Solving for x gives its value as 2.50 = 10-%; however, when we substitute this value for x back, we find that the calculated concentration of Pb2* at equilibrium
[Pb"]=10x10 "'+ z=10x10"+ 250 x10 °=125x 10 ' M
is 25% greater than our assumption of 1.0 x 107* M. This error is unreasonably large.

Rather than shouting in frustration, let’s make a new assumption. Our first assumption—that the concentration of Pb2* is 1.0 x 10~ * M—was too small. The
calculated concentration of 1.25 x 104 M, therefore, probably is & too large, but closer to the correct concentration than was our first assumption. For our
second approximation, let’s assume that

[PE*]=10x10*+ =125 x 10 'M
Substituting into Equation 6.7.1 and solving for x gives its value as 2.24 x 105, The resulting concentration of Pb2* is
[sz‘] =10x10 '+ 224 x 10 °* =122 x 10 ' M

which differs from our assumption of 1.25 x 104 M by 2.4%. Because the original concentration of Pb2* is given to two significant figure, this is 3 more
reasonable error. Our final solution, to two significant figures, is

[Pb3'] =12x10 *Mand [105] =45 = 10 * M

and the molar solubility of PB(I0z); is 2.2 =« 10~ mol/L. This iterative approach to solving the problems is known as the method of successive
approximations.
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7 Exercise 6.7.2

Calculate the molar solubility for HgzCl; in 0.10 M NaCl and compare your answer to its molar solubility in deionized water (see Exercise 6.7.1 ).

Answer

We begin by setting up a table to help us keep track of the concentrations Hgy' and Ci~ as this system moves toward and reaches equilibrium.

concentration Hg=0: (s) = Hgit (aq) + - (aq)
initial solid 0 0.10
change solid +x +2

equilibrium solid x 0.1+ 2x

Substituting the equilibrium concentrations into the K, expression for HgzCl; leaves us with a difficult to solve cubic equation.
Ky = [Hg2'] [C1]° = (2)(0.10 + 22)* = 42° + 0.40z% + 0,010z
Let’s make an assumption to simplify this problem. Because we expect the value of x to be small, let’s assume that
[C1'] =010+ 25 =010
This simplifies our problem to
K, = [HZ'] [Q ] = (2)(0.10)* = 0.0102 = 1.2 x 10"

which gives the value of x as 1.2 x 10" M. The difference between the actual concentration of CI-, which is (0.10 + 2x) M, and our assumption that it is
0.10 M introduces an error of 2.4 x 10°'* 9. This is a negligible error. The molar solubility of HgzClz is the same as the concentration of Hgl', or 1.2 x 10°'°
M. As expected, the molar solubility in 0.10 M NaCl is less than 6.7 x 10~ 7 mol/L, which is its solubility in water (see solution to Exercise 6.7.1 ).

A Systematic Approach to Solving Equilibrium Problems

Caleulating the solubility of Pb(I05); in a solution of PB(NOs); is more complicated than calculating its solubility in deionized water. The calculation, however, is still
relatively ezsy to organize and the simplifying assumptions are fairly obvious. This problem is reasonably straightforward because it involves only one equilibrium
reaction and one equilibrium constant.

Determining the equilibrium composition of 2 system with multiple equilibrium reactions is more complicated. In this section we introduce 2 systematic approach to
setting-up and solving equilibrium problems. As shown in Table 6.7.1 , this approach involves four steps.

Table 6.7.1 . Systematic Approach to Solving Equilibrium Problems
Step 1

write all relevant equilibrium reactions and equilibrium constant expressions.

Step 2

Count the unigue species that appear in the equilibrium constant expressions; these are your unknowns. You have enough information to sclve the problem if the
number of unknowns equals the number of equilibrium constant expressions. If not, add a mass balance equation andfor a charge balance equation. Continue adding
equations until the number of equations equals the number of unknowns.

Step 3

Combine your eguations and solve for one unknown., Whenever possible, simplify the algebra by making appropriate assumptions. If you make an assumption, set a
limit for its error. This decision influences your evaluation of the assumption.

Step 4

Check your assumptions. If any assumption proves invalid, return to the previous step and continue solving. The problem is complete when you have an answer that
does not violate any of your assumptions.

In addition to equilibrium constant expressions, two other equations are important to this systematic approach to solving an equilibrium problem. The first of these
equations is a mass balance equation, which simply is a statement that matter is conserved during a chemical reaction. In 2 solution of acetic acid, for example,
the combined concentrations of the conjugate weak acid, CH3COOH, and the conjugate weak base, CH3C0O0-, must equal acetic acid’s initizl concentration,
Concoon -

Cen,coon = [CHyCOOH] + [CH;COO" |

You may recall from Chapter 2 that this is the difference between a formal concentration and a molar concentration. The variable C represents a formal
concentration.

The second equation is 3 dharge balance equation, which requires that the total positive charge from the cations equal the total negative charge from the
anions. Mathematically, the charge balance equation is

where [(¥*];and [47];are, respectively, the concentrations of the #h cation and the " anion, and (z7); and (z); are the charges for the 1 cation and the £ anion.
Every ion in solution, even if it does not appear in an equilibrium reaction, must appear in the charge balance equation. For example, the charge balance equation
for an aqueous solution of Ca(NO03); is

2x [Ca®] + [Hs0'] = [OH'] + [NOy |
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Note that we multiply the concentration of CaZ* by two and that we include the concentrations of H;0* and OH-.

A charge balance is a conservation of a charge. The minus sign in front of the summation term on the right side of the charge balance equation ensures that
both summations are positive. There are situations where it is impossible to write a charge balance equation becauss we do not have enough information about

the solution's composition. For example, suppose we fix a solution’s pH using 2 buffer. If the buffer's composition is not specified, then we cannot write a charge
balance equation.

+/ Bxample 6.7.2

Write mass balance equations and a charge balance equation for 3 0.10 M solution of NaHCO5.

Solution

It is easier to keep track of the spedies in solution if we write down the reactions that define the solution’s composition. These reactions are the dissolution of 3
soluble salt

NaHCO;(s) — Na' (ag) + HCO; (ag)
and the acid-base dissociation reactions of HCO, and H;O
HCO; (ag) +HzO(1) = HsO" (ag) + CO (ag)
HCO, {ag) + H,0(l) = OH (ag) + HyCO;4(aq)
2H,0(1) = Hz0 ' (ag) + OH (aq)
The mass balance equations are
0.10M = [H,CO;] + [HCO; | + [COj |
0.10M = [Na']

and the charge balance equation is

? Exerdse 6.7.3

Write appropriate mass balance and charge balance equations for a solution containing 0.10 M KHzPO4 and 0.050 M NazHPO4.

[Na'] + [HyO'] = [OH | + [HCO; | +2 = [CO3 "]

Answer

To help us determine what ions are in solution, let's write down all the reaction needed to prepare the solutions and the equilibrium reactions that take place
within these solutions. These reactions are the dissolution of two soluble salts

KH,PO,(s) — K' (ag) + HaPO, (ag)
NaHPO,(s) —+ Na' (ag) + HPO] (aq)
and the acid-base dissodiation reactions for HaPO,, HPO} . and H30.
H,PO, (ag) + H;O(l) = H;O' (ag) + HPO} (ag)
H,PO, (ag) + H;O(I) = OH (ag) + HyPO4(ag)
HPO} (ag) + H0(1) = HyO" (ag) + PO} (ag)
9H,0(1) = HyO' (ag) + OH (ag)

Note that we did not indude the base dissodation reaction for HPO?  because we already accounted for its product, H,PO, , in another reaction. The mass
balance equations for K™ and Na™ are straightforward

[K*] =010 Mand [Na'] =0.10 M

but the mass balance equation for phosphate takes a bit more thought. Both HoPO, and HPO?  produce the same ions in solution. We can, therefore,
imagine that the solution initially contains 0.15 M KH;PQy, which gives the following mass balance equation.

[H;PO,] + [H,PO, | + [HPO} | + [PO} | =0.15M

The charge balance equation is

[H:0'] + [K'] + [Na'] = [HoPO; | +2 % [HPO] | +3 x [PO] | + [OH |
pH of a Monoprotic Weak Acid

To illustrate the systematic approach to solving equilibrium problems, let's calculate the pH of 1.0 M HE. Two equilibrium reactions affect the pH. The first, and most
obvious, is the acid dissociztion reaction for HF

HF(ag) + H0(1) = H;0 " (ag) + F (ag)

for which the equilibrium constant expression is

o'][F
K, — M — 6.8 104 (6.7.3)
[HF]
The second equilibrium reaction is the dissociation of water, which is an obvious yet easily neglected reaction
2H,0(1) = H;0" (ag) + OH " (aq)
K, = [H;0'] [OH | = 1.00 x 10 1 (6.7.4)

Counting unknowns, we find four: [HF], [F-], [H30%], and [OH-]. To solve this problem we need two additional equations. These equations are 2 mass balance
equation on hydrofluoric acid

Cyr = [HF] + [F | =1.0M (6.7.5)
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and a charge balance equation
[H;0'] = [OH |+ [F ] (6.7.6)
With four equations and four unknowns, we are ready to solve the problem. Before doing so, let’s simplify the algebra by making two assumptions.
Assumption One. Because HF is 2 weak acid, we know that the solution is addic. For an addic solution it is reasonable to assume that
[1-130'] s [OH ]
which simplifies the charge balance equation to
[0 =[F] (6.7.7)

Assumption Two. Because HF is a weak acid, very little of it dissociates to form F-. Most of the HF remains in its conjugate weak acid form and it is reasonable to
assume that

[HF] == [F]
which simplifies the mass balance equation to
Cyr = [HF] = 1.0M (6.7.8)
For this exerdse let's accept an assumption if it introduces an error of less than +5%.
Substituting Equation 6.7.7 and Equation 6.7.8 into Equation 6.7.3, and solving for the concentration of HyO™ gives us

HO][F]  [H0'][H07]  [HOT]* .
[HF]| - Cur ~ Cur =68x10

[H:0"] = /RoCirr = \j(s_a %107%) (1.0) = 2.6 x 10°?
Before accepting this answer, we must verify our assumptions. The first assumption is that [OH-] is significantly smaller than [Hz0~]. Using Equation 6.7.4, we find
that

14
jon = K _100x10 7,4, 490

[H07]  26x10?
Clearly this assumption is acceptable. The second assumption is that [F] is significantly smaller than [HF]. From Equation 6.7.7 we have
[F]=26x10°M
Because [F] is 2.60% of Gy, this assumption also is acceptable. Given that [H307] is 2.6 = 102 M, the pH of 1.0 M HF is 1.59.

How does the calculation change if we require that the error introduced in our assumptions be less than £19%7? In this case we no longer can assume that [HF] ==
[F-] and we cannot simplify the mass balance equation. Solving the mass balance equation for [HF]

[HF] = Cyp — [F | = Cir — [H;0']
and substituting into the A% expression along with Equation 6.7.7 gives
__[mo']’
Y G — [H;0']
Rearranging this equation leaves us with a quadratic equation
[H;,0']* + K, [H0"] — KyCap =0
which we solve using the quadratic formula
I VB — dac
2a
where 3, b, and ¢ are the coefficients in the quadratic equation

ar’ +be+ec=0

Solving 3 quadratic equation gives two roots, onby one of which has chemical significance. For our problem, the equation’s roofs are

—6.8x 101+ /(6.8 x 10 4)* — (4)(1) (6.8 x 10 )
(2)(1)

—6.8 x 101 £5.22 =« 10°?
=

=

z=257x10 *or —2.64x 10 °
Only the positive root is chemically significant because the negative root gives a negative concentration for Hz0™. Thus, [H:07] is 2.67 = 10 % M and the pH is 1.59.

You can extend this approach to caloulating the pH of 2 monoprotic weak base by replacing &2 with K, replacing Gye with the weak base’s concentration, and
solving for [OH] in place of [H:07].

pH of a Polyprotic Acid or Base

A more challenging problem is to find the pH of a solution that contains a polyprotic weak acid or one of its conjugate species. As an example, consider the amino
acid alanine, whose structure is shown in Figure 6.7.1 . The ladder diagram in Figure 6.7.2 shows alanine’s three acdd-base forms and their respective areas of
predominance. For simplicity, we identify these species as H,L*, HL, and L~
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o L pk, = 9.867
|
H;M——CH—C——0H
pH =0~ HL
CH, '
Figure 6.7.1 . Structurs of the amino acid alaning, which has pk; values of — pk,, = 2.348
2.348 (—COOH) and 9.867 (—NH,).
) Il
k0K Lt
o,

Figure 6.7.2 . Ladder diagram for alanine.
pH of 0.10 M Alanine Hydrochloride (H,L*)

Alanine hydrochloride is the salt of the diprotic weak acid H,L™ and Cl-. Because H,L™ has two acid dissodation reactions, a complete systematic solution to this
prablem is more complicated than that for 2 monoprotic weak acid. The ladder diagram in Figure 6.7.2 helps us simplify the problem. Because the areas of
predominance for HaL™ and L™ are so far apart, we can assume that a solution of HoL™ will not contain a significant amount of L™, &s a result, we can treat HoL™ as
though it is 2 monoprotic weak add. Calculating the pH of 0.10 M alanine hydrochloride, which is 1.72, is left to the reader as an exercise.

pH of 0.10 M Sodium Alaninate (L)

The zlzninate ion is a diprotic weak base. Because L~ has two base dissociation reactions, 2 complete systematic solution to this problem is more complicated than
that for 2 monoprotic weak base. Once again, the ladder diagram in Figure 6.7.2 helps us simplify the problem, Because the areas of predominance for H,L™ and L~
are 5o far apart, we can assume that a solution of L will not contain a significant amount of HaL™. As a result, we can treat L- as thouah it is a monoprotic weak
base. Calculating the pH of 0,10 M sodium alzninate, which is 11.42, is left to the reader as an exercise.

pH of 0.10 M Alanine (HL)

Finding the pH of a solution of alanine is more complicated than our previous two examples because we cannot ignore the presence of either HiL™ or L. To
calculate the solution’s pH we must consider zlanine’s acid dissodation reaction

HL{ag) + H,0(l) = H;0"(ag) + L (aq)
and its base dissedation reaction
HL(ag) + H;0(1) = OH (ag) + H,L" (ag)
and, as always, we must also consider the dissociation of water
IH0(I) = H;0" (ag) + OH (aq)

This leaves us with five unknowns—[H;L™], [HL], [L], [H=0"], and [OH-]—for which we nead five equations. These equations are A2; and Kz for alanine

_ mo' L]
Ko =" —

_ K, _ :OH ][H;L']
K= =

the K, equation
K, = [H;0'] [OH |
@ mass balance equation for alanine
Chr = [HaL'] + [HL] + L]
and a charge balance equation
[HLt] + [HyO'] = [OH |+ [L7]
Because HL is a weak acid and a weak base, it seems reasonable to assume that little of it will dissociate and that
[HL] == [HzL'] + L]
which allows us to simplify the mass balance equation to
Cin, = [HL]
Mext we solve Ap- for [HaL™]

K,[HL]  [HsO'][HL] O [HaO7]
K, [OH | K. o K

[H.L'] =

and solve Kz for [L7]
L= Faz[HL] KO
[H:07]  [H:07]
Substituting these equations for [H,L™] and [L~], and the equation for &, into the charge balance eguation give us
Cin, [HaO']
Hoaa

K. Haa O

+ [HsO'] = —:H:.D'] +—[H30']
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which we simplify to

Chn, 1
[H07] (% + 1) = W(K' + Ka2Cin)
HO? — (Haz O + Ka) _ Ka (KaaCn, + Kw)
0] %+1 Ch + K

[ (K Koz Cin, + K Ku)
H;0'| =, /2= 2 %
[ * ] Ci + Ka

We can further simplify this equation if A&: K, << Ko1Kz Ga, and if K2y << Gy leaving us with
[H;0"] = \/KuKa

For & solution of 0.10 M zlanine the [H;0%] is

[H:0'] = | /(4487 10 ) (1.358 x 10 %) =7.806 x 10 "M

or a pH of 6.11.

? Bxerdse 6.7.5

Verify that each assumption in our solution for the pH of 0.10 M alanine is reasonable, using £5%¢ as the limit for the acceptable error.

Answer

Effect of Complexation on Solubility

One method for increasing a precipitate’s solubility is to add a ligand that forms soluble complexes with one of the precipitate’s ions. For example, the solubility of
Agl increases in the presence of NHz due to the formation of the soluble Ag(NH, )} complex. As a final illustration of the systematic approach to solving equilibrium
problems, let’s calculate the molar solubility of Aglin 0.10 M NHs.

We begin by writing the relevant equilibrium reactions, which includes the solubility of Agl, the acid-base chemistry of NH; and H;0, and the metal-ligand
complexation chemistry between Ag™ and NH.

Agl(s) = Ag'(ag) +1 (aq)
NHz(ag) + H.O(l) = OH (ag) + NH, (aq)
H,0(1) = HyO' (ag) + OH (aq)
Ag' (ag) + 2NHy (ag) = Ag(NH;); (aq)

This leaves us with seven unknowns—{Ag*], [I7], [NH:z], [NH] 1, [OH7], [H307], and [Ag(NH;),} ]—and a need for seven equations. Four of the equations we need
to solve this problem are the equilibrium constant expressions

Kp=[Ag'][I]=83x10" (6.7.9)
_ mijjon ] s

K, = N 175 x 10 (6.7.10)
K, = [H;0'] [OH | =1.00 x 101 (6.7.11)

+
Ba= M =1.7 x 107 (6.7.12)

[Ag'] [NH;]

We still need three additional equations. The first of these equations is 2 mass balance for NH1.

Chm, = [NHi] + [NH[ | +2 x [Ag(NH,);] (6.7.13)

In writing this mass balance equation we multiply the concentration of Ag(NH,), by two since there are two moles of NH; per mole of Ag(NH,), . The second
additional equation is 2 mass balance between iodide and silver. Because Agl is the only source of I- and Ag™, each iodide in solution must have an associated silver
ion, which may be Ag™ or Ag(NH,), ; thus

[] = [Ag"] + [Ag(NH;); | (6.7.14)
Finally, we include a charge balance equation.
[Ag'] + [Ag(NHg); | + [NH] | + [H;O'] =[0OH | +[I'] (6.7.15)
Although the problem looks challenging, three assumptions greatly simplify the algebra,

Assumption One. Because the formation of the Ag(NH, ), complex is so favorable (f. is 1.7 x 107, there is very little free Ag™ in solution and it is reasonable to
assume that

[Ag'] << [Ag(NH;); |
Assumption Two. Because NH; is a weak base we may reasonably assume that most uncomplexed ammonia remains as MNHs; thus

[N'H” << [NHs]
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Assumption Three. Because K, for Agl is significantly smaller than j, for Ag{NH, )., the solubility of AgI probably is small enough that very litle ammoniz is
needed to form the metal-ligand complex; thus

[Ag(NHz), | << [NHy]
As we use these assumptions to simplify the algebra, let’s set £5% as the limit for error.

Assumption two and assumption three suggest that the concentration of NH; is much larger than the concentrations of either NH, or Ag(NH,)), which allows us
to simplify the mass balance eguation for NHz to

Chn, = [NHy] (6.7.16)

Finally, using assumption one, which suggests that the concentration of Ag(NH,), is much larger than the concentration of Ag™, we simplify the mass balance
equation for I-to

1] = [As(NE,); ] (6.7.17)

Now we are ready to combine equations and to solve the problem. We begin by solving Equation 6.7.9 for [Ag™] and substitute it into 8, (Equation 6.7.12), which
leaves us with

- L ) -

MNext we substitute Equation 6.7.16 and Eguation 6.7.17 into Equation 6.7.18, obtaining
m
fo=—Lt 1 (6.7.10)
Ko O, )*

Solving Equation 6.7.19 for [I-] gives

1] =Cun, \/'s,K,,,z
(0.10) \/"(1.7 % 107) (8.3 %107 17) =376 10 ° M
Because one mole of Agl produces one mole of I-, the molar solubility of AgI is the same as the [I-], or 3.8 = 10® mol/L.
Before we accept this answer we need to check our assumptions. Substituting [I-] into Equation 6.7.9, we find that the concentration of Ag™ is

17
[Agl]=£=&=2_2xm UBYi
[] 376x10°

Substituting the concentrations of I- and Ag+ into the mass balance equation for iodide (Equation 6.7.14), gives the concentration of Ag{NH,)) as
[Ag(NHg)}] =[1'] - [Ag'] =376 x 10 ® —2.2x 10 " =3.76 x 10 ° M

Our first assumption that [Ag™] is significantly smaller than the [Ag(NH, ), ] is reasonable.

Substituting the concentrations of Ag™ and Ag(NH,); into Equation 6.7.12 and solving for [NH;], gives

[Ag(NHy))] | 37610 ° —010M

Ae]p | 22x10 1) (L7 x107)

[NHs] =

From the mass balance equation for NH3 (Equation 6.7.12) we see that [NH, ] is negligible, verifying our second assumption that [NH | is significantly smaller
than [NHz). Our third assumption that [Ag(NH,), ] is significantly smaller than [NHz] zlso is reasonable.

Did you notice that our solution to this problem did not make use of Equation 6.7.15, the charge balance equation? The reason for this is that we did not try to
solve for the concentration of all seven spedies. If we need to know the reaction mixture’s complete composition at equilibrium, then we will need to incorporate
the charge balance equation into our solution.

6.8: Buffer Solutions

Adding as little a5 0.1 mL of concentrated HCl to a liter of H;0 shifts the pH from 7.0 to 3.0, Adding the same amount of HCI to a liter of 3 solution that 0.1 Min
acetic acid and 0.1 M in sodium acetate, however, results in a negligible change in pH. Why do these two solutions respond so differently to the addition of HCI?

A mixture of acetic acid and sodium acetate is one example of an acid-base buffer. To understand how this buffer works to limit the change in pH, we need to
consider its acid dissociation reaction

CH;COOH(ag) + Hy0(l) = HyO* (ag) + CH;COO  (ag)
and its corresponding 2dd dissodiation constant

_ [eomcoo ][mo']

K=t ——————— —175x10°° 6.8.1
[CH,COOH]| ° (68.1)

Taking the negative log of the terms in Eguation 6.8.1 and solving for pH leaves us with the result shown here,

1oy [CH:COO |
PHE=PRa 8 1w, coon)
H = 476 + log o200 | 6.8.2
PH =270+ 18 oI, coom] (05

You may recall that we developed thess same equations in Chapter 6.6 when we introduced ladder diagrams.
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Buffering ocours because of the logarithmic relationship between pH and the concentration ratio of acetate and acetic acid. Here is an example to illustrate this
point. If the concentrations of acetic adid and acetate are equal, the buffer’s pH is 4.76. If we convert 10% of the acetate to acetic adid, by adding a strong adid,
the ratio [CHzCO0)/[CHzCO0H] changes from 1.00 to 0.818, and the pH decreases from 4.76 to 4.67—a decrease of only 0.09 pH units.

The ratio [CH3CO0™]/[CHzCOOH] becomes 0.9/1.1 = 0.818 and the pH becomes

pH = 4.76 + log(0.818) = 4.67

Systematic Solution to Buffer Problems

Equation 6.8.2 is written in terms of the equilibrium concentrations of CH3COOH and of CH:CO0~. A more useful relationship relates a buffer's pH to the initial
concentrations of the weak acid and the weak base, We can derive a general buffer equation by considering the following reactions for 2 weak acid, HA, and the
soluble salt of its conjugate weak base, NaA.

NaA(s) - Na'(ag) + A~ (ag)
HA(ag) + H;O(1) = H;0' (ag) + A (ag)
2H,0(1) = H;0" (ag) + OH (aq)

Because the concentrations of Na™, A-, HA, H:0™, and OH- are unknown, we need five equations to define the solution’s compaosition. Two of these equations are
the equilibrium constant expressions for HA and H; 0.

K, - [BO[A] (6.83)
[HA]
K, = [H;0"] [OH "]
The remaining three eguations are mass balance equations for HA and Na™
Ciia + Cnyaa = [HA] + [A 7] (6.8.4)
Cran = [Na'] (6.8.5)
and a charge balance equation
[H;0'] + [Na'] = [OH |+ [A"] (6.8.6)
Substituting Equation 6.5.5 into Equation 6.5.6 and solving for [A7] gives
[A] =Cyan — [OH | + [H;0'] (6.8.7)
Next, we substitute Equation 6.8.7 into Equation 6.8.4, which gives the concentration of HA as
[HA] = Gigs + [OH | — [H307] (6.8.8)

Finally, we substitute Equation 6.8.7 and Equation 6.8.8 into Equation 6.8.3 and solve for pH to arrive at a general equation for a buffer’s pH.
Can — [OH | + [H;0']

H=pK,+log —— MM —
PP G o | [m07]

If the initial concentrations of the weak acid, Gy, and the weak base, Gysa. are significantly greater than [H:07] and [OH-), then we can simplify the general
equation to the Henderson—Hasselbalch equation.

pH = pK, + log% (6.8.9)
Chia

As putlined below, the Henderson-Hasselbalch equation provides a simple way to calculate the pH of a buffer, and to determine the change in pH upon adding a
strong acid or strong base.

Lawrence Henderson (1878-1942) first developed a relationship between [H30%], [HA], and [A~] while studying the buffering of blood. Kurt Hasselbalch (1874-
1962) modified Henderson's equation by transforming it to the logarithmic form shown in Equation 6.8.9. The assumptions that lead to Equation 6.8.9 result in 2
minimal error in pH {<£5%) for larger concentrations of HA and A, for concentrations of HA and A that are similar in magnitude, and for weak acid's with pAS
values closer to 7. For most problems in this textbook, Equation 6.8.0 provides acceptable results. Be sure, however, to test your assumptions. For 3 discussion of
the Henderson—-Hasselbalch equation, including the error inherent in Equation 6.8.9, see Po, H. M.; Senozan, N. M. "The Henderson-Hasselbalch Equation: Its
History and Limitations,” 7. Chem. Educ. 2001, 78, 1499-1503.

v BExample 6.8.1

Calculzte the pH of a buffer that is 0.020 M in NHz and 0.030 M in NH4Cl. What is the pH after we add 1.0 mL of 0.10 M NaOH to 0.10 L of this buffer?
Solution
The acid dissociation constant for NH] is 5.70 = 101", which is a pk; of 9.24. Substituting the initial concentrations of NH; and NH.Cl into Equation 6.8.0 and
solving, we find that the buffer’s pH is
0.020
PH =924 +log or = 0.06

With a pH of 9.06, the concentration of Hz0™ is 8.71 x 10 ' and the concentration of OH™ is 1.15 = 10~ %, Because both of these concentrations are much
smaller than either Oy, or Cyp, i, the approximations used to derive Equation 6.8.0 are reasonable.

Adding NaOH converts & portion of the NH] to NH; following reaction

NH, (aq) + OH  (aq) = HzO(I) + NHy(aq)
Because this reaction’s equilibrium constant is so large (it is equal to (k) or 5.7 x 10%), we may treat the reaction as if it goes to completion. The new
concentrations of N'H; and NH;z are

mol NH] — molOH
C\:N]l‘l - ]";ula]

(0.030 M)(0.10 L) — (0.10 M} (1.0 x 10 L)

=0.029 M
010L+10x10°L

Onn =
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mol NH; + mol OH
Viotal
(0.020 M)(0.10 L) + (0.10 M) (1.0 < 10 L)
010L+10x10*L

Cxm, =

Cim, = —0.021 M

Substituting these concentrations into the equation 6.60 gives a pH of

pH=024+ 105% =010

Note that adding NaOH increases the pH from 9.06 to 9.10. As we expect, adding & base makes the pH more basic. Checking to see that the pH changes in the
right direction is one way to catch a calculation error.

? Exerdse 6.8.1

Calculate the pH of a buffer that is 0.10 M in KH:PO4 and 0.050 M in NazHPQ4. What is the pH after we add 5.0 mL of 0.20 M HCl to 0.10 L of this buffer, Use
Appendix 11 to find the appropriate A5 value.

Answer

We can usa a multiprotic weak add to prepare buffers at as many different pH's as thare are acidic protons, with the Henderson—Hasselbalch equation applying in
each case. For example, for malonic adid (pk,, = 2.85 and pk,; = 5.70) we can prepare buffers with pH values of

— c"IIM
pH = 2.85 +log Tugw

Oy=

pH = 5.70 + log C’:..

where HzM, HM- and M2~ are malonic acid's different acid-base forms.

Although our treatment of buffers is based on acid-base chemistry, we can extend buffers to equilibriz that involve complexation or redox reactions. For example,
the Nemst equation for a solution that contains Fe?* and Fe®* is similar in form to the Henderson-Hasselbalch equation.

[Fe*']
—0.05916log

E-E
[Fe’']

Tet fFett

A solution that contains similar concentrations of Fe* and Fe* is buffered to a potential near the standard state reduction potential for Fe>*. We call such solutions
redox buffers. Adding 2 strong oxidizing agent or 2 strong reducing agent to a redox buffer results in a small change in potential.

Representing Buffer Solutions with Ladder Diagrams

A ladder diagram provides a simple way to visualize a solution's predominate species as a function of solution conditions. It also provides a convenient way to show
the range of solution conditions over which a buffer is effective. For example, an acid—base buffer exists when the concentrations of the weak acid and its conjugate
weak base are similar. For convenience, let’s assume that an acid-base buffer exists when

_ [cH,c00 | 10

[ S A §

1
10 ~ [CH;COOH] — 1
Substituting these ratios into the Henderson—-Hasselbalch equation

1
H=pK, +log— =pK, -1
P P +°310 P

10
PH=pK, +log - =pK. +1
shows that an acid—base buffer works over a pH range of pAz = 1.

Using the same approach, it is easy to show that a metal-ligand complexation buffer for ML, exists when
1
pL=logK, +1orpL =logs, +—
n

where K, or f,, is the relevant stepwise or overall formation constant. For an oxidizing agent and its conjugate reducing agent, a redox buffer exists when

i
pep il B g 005916
n F T

{ at 25°C)

Figure 6.8.1 shows ladder diagrams with buffer regions for several equilibrium systems.

pH pL E
F Ca™ Sn®
417 11.69 0.184
pK}:B.]? logk, = 10.69 EE=0.154
217 9.69 _ 0124
HF CalEDTA) Sn
la) (b} (4]

Figure 6.8.1 . Ladder diagrams showing buffer regions shaded in grey for () an add-base buffer of HF and F7; (b) @ metal-igand complexation buffer of Ca®~ and

CalEDTA)®; and (c) an oxidation—reduction (redox) buffer of Sn*~ and Sn#~,
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Preparing a Buffer

Buffer capacity is the ability of a buffer to resist a change in pH when we add to it a strong acid or a strong base. A buffer’s capacity to resist 2 changeinpH is a
function of the concentrations of the weak acid and the weak base, as well as their relative proportions. The importance of the weak acid’s concentration and the
weak base’s concentration is obvious, The more moles of weak acid and weak base a buffer has, the more strong base or strong acid it can neutralize without 2
significant change in its pH.

Although a higher concentration of buffering agents provides greater buffer capacity, there are reasons for using smaller concentrations, including the formation
of unwanted precipitates and the tolerance of biological systems for high concentrations of dissolved salts.

The relative proportions of 2 weak acid and a weak base also affects how much the pH changes when we add a strong acid or 2 strong base. A buffer that is
equimolar in weak acid and weak base requires z greater amount of strong acid or strong base to bring about 2 one unit change in pH. Consaquently, 2 buffer is
most effective against the addition of strong acids or strong bases when its pH is near the weak acid's pk: value.

Buffer solutions are often prepared using standard “recipes” found in the chemical literature [see, for example, (a) Bower, \. E.; Bates, R. G. J. Res. Natl. Bur Stand.
(U, 5.)1955, 55, 197- 200; (b) Bates, R. G. Ann. N. ¥ Acad, Sci, 1961, 92, 341-356; (c) Bates, R. G. Deferminafion of pH, 2nd ed.; Wiley-Interscience: New York,
1973]. In addition, there are computer programs and on-line caloulators to aid in preparing buffers [(3) Lambert, W, 1. J, Chem. Educ. 1990, 67, 150-153; (b)

hittp:/ fwww. bioinformatics.org/JaMBW/ 5/4/index.html.]. Perhaps the simplest way to make a buffer, however, is to prepare a solution that contains an appropriate
conjugate weak acid and weak base, measure its pH, and then adjust the pH to the desired value by adding small portions of either z strong acid or 2 strong base.

A& good “rule of thumb” when choosing a buffer is to select one whose reagents have 2 pAZ value close to your desired pH.
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7.1: The Importance of Sampling

When a manufacturer lists a chemical as ACS Reagent Grade, they must demonstrate that it conforms to specifications set by the American Chemical Society (ACS).
For example, the ACS specifications for commerdal NaBr require that the concentration of iron is less than 5 ppmi. To verify that a production lot meets this
standard, the manufacturer collects and analyzes several samples, reporting the average result on the product’s label (Figure 7.1.1 ).

REETIGHTIY CLCSED

Figure 7.1.1 . Certificate of analysis for a production lot of NaBr. The result for iron meets the ACS specifications, but the result for potassium does not.

If the individual samples do not represent accurately the population from which they are drawn—a population that we call the target population—then even 2
careful analysis will yigld an inaccurate result. Extrapolating 2 result from a sample to its target population always introduces a determinate sampling error. To
minimize this determinate sampling error, we must collect the right sample.

Even if we collect the right sample, indeterminate sampling errors may limit the usefulness of our analysis. Equation 7.1.1 shows that a confidence interval zbout

the mean, X , is proportional to the standard deviation, s, of the analysis

_ ot
=X+—
B 7R

(7.1.1)
where nis the number of samples and tis a statistical factor that accounts for the probability that the confidence interval contains the true value, p.
Equation 7.1.1 should be familiar to you. See Chapter 4 to review confidence intervals and see Appendix 4 for values of £

Each step of an analysis contributes random error that affects the overall standard deviation. For convenience, let’s divide an analysis into two steps—collecting the
samples and analyzing the samples—each of which is characterized by 2 variance. Using a propagation of uncertainty, the relationship between the overall variance,
&, and the variances due to sampling, 52ampe and the variance due to the analytical method, 52, , is

although Equation 7.1.1 is written in terms of a standard deviation, s, a propagation of uncertainty is written in terms of variances, 5% In this section, and those
that follow, we will use both standard deviations and variances to discuss sampling uncertainty. For a review of the propagation of uncertainty, see Chapter 4.3
and Appendix 2.

Equation 7.1.2 shows that the overall variance for an analysis is limited by either the analytical method or sampling, or by both. Unfortunately, analysts often try to
minimize the overall variance by improving only the method's precision. This is a futile effort, however, if the standard deviation for sampling is more than three
times greater than that for the method [Youden, Y. 1. J. Assoc. Off Anal. Chem. 1981, 50, 1007-1013]. Figure 7.1.2 shows how the ratio Sgma/Smes affects the
method’s contribution to the overzll variance. As shown by the dashed ling, if the sample’s standard deviation is 3 the method's standard deviation, then
indeterminate method errors explain only 109 of the overall variance. If indeterminate sampling errors are significant, decreasing Syees provides only limited
improvement in the overall precision.
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Percent of Overall Variance Due to the Method

Ssarn! Smeth
Figure 7.1.2 . The blue curve shows the method's contribution to the overall variance, &, as a function of the relative magnitude of the standard deviation in sampling,
Ssampe and the method’s standard deviation, 5.0, The dashed red line shows that the methed accounts for only 109 of the overall variance when
Soamp/ Smeth = 3 % Smern- Understanding the relative importance of potential sources of ind inate error is important when we consider how to improve the overall
precision of the analysis.
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' Example 7.1.1

A quantitative analysis gives @ mean concentration of 12.6 ppm for an analyte. The method's standard deviation is 1.1 ppm and the standard deviation for
sampling is 2.1 ppm. (a) What is the overall variance for the analysis? (b) By how much does the overall variance change if we improve 5. by 10% to 0.99
ppm? (c) By how much does the overall variance change if we improve sezmp by 10% to 1.9 ppm?

Solution
(a) The overall variance is
&% = shmp + 52, = (2.1 ppm)* + (L1 ppm)* = 5.6 ppm*

(b) Improving the method's standard deviation changes the overall variance to

s* = (2.1 ppm)* + (0.99 ppm)’ = 5.4 ppm’
Improving the method’s standard deviation by 109 improves the overall variance by approximately 4%,
(c) Changing the standard deviation for sampling

s* = (1.9 ppm)® + (1.1 ppm)* = 4.8 ppm*

improves the overall variance by almost 15%. As expected, because s, is larger than s, We achieve a bigger improvement in the overall variance when we
focus our attention on sampling problems.

To determine which step has the greatest effect on the overall variance, we need to measure both Sy and Smeh. The analysis of replicate samples provides an
estimate of the overall variance. To determine the method's variance we must analyze samples under conditions where we can assume that the sampling variance is
negligible; the sampling variance is then determined by difference.

There are several ways to minimize the standard deviation for sampling. Here are two examples. One approach is to use a standard reference material (SRM)

that has been carefully prepared to minimize indeterminate sampling errors. When the sample is homogeneous—as is the case, for example, with 2n agusous
sample—then another useful approach is to conduct replicate analyses on 2 single sample.

' Bxample 7.1.2

The following data were collected as part of 2 study to determine the effect of sampling variance on the analysis of drug-animal feed formulations [Fricke, G. H.;
Mischler, P. G.; Staffieri, F. P.; Houmyer, C. L. Anal. Chem. 1987, 59, 1213- 1217].

% drug (wiw) % drug (wjw)
0.0114 0.009% 0.0105 0.0105 0.0109 0.0107
0.0102 0.0106 0.0087 0.0103 0.0103 0.0104
0.0100 0.0095 0.00%8 0.0101 0.0101 0.013
0.0105 0.0095 0.0097

The data on the left were obtained under conditions where both s, and s, contribute to the overall variance. The data on the right were obtained under
conditions where Sz is insignificant, Determine the overall variance, and the standard deviations due to sampling and the analytical method. To which source
of indeterminate error—sampling or the method—should we turn our attention if we want to improve the precision of the analysis?

Solution

Using the data on the left, the overall variance, &, is 4.71 x 1077, To find the method’s contribution to the overall variance, 52 We use the data on the right,
obtaining a value of 7.00 x 10 . The variance due to sampling, s, is

Py =5 — 82y =471 x 107 - 7.00x 10 =401 x 1077

Converting variances to standard deviations gives Sempas 6.33 x 10* and Smey as 2.65 x 10~ %, Because Ssamp I5 more than twice as large as Spe, improving
the precision of the sampling process will have the greatest impact on the overall precision.

7.2: Designing a Sampling Plan

A sampling plan must support the goals of an analysis. For example, 2 material scientist interested in characterizing a metal’s surface chemistry is more likely to
choose a freshly exposed surface, created by cleaving the sample under vacuum, than a surface previously exposed to the atmosphere. In a qualitative analysis, a
sample need not be identical to the original substance provided there is sufficient analyte present to ensure its detection. In fact, if the goal of an analysis is to
identify a trace-level component, it may be desirable to discriminate against major components when collecting samples.

For an interesting discussion of the importance of a sampling plan, see Buger, 1. et al. "Do Scientists and Fishermen Collect the Same Size Fish? Possible
Implications for Exposure Assessment,” Environ. Res, 2006, 101, 34-41.

For & quantitative analysis, the sample’s composition must represent accurately the target population, 2 requirement that necessitates a careful sampling plan.
Among the issues we need fo consider are these five questions.

1. From where within the target population should we collect samples?
2. What type of samples should we collect?

3. What is the minimum amount of sample needed for each analysis?
4. How many samples should we analyze?

5. How can we minimize the overall variance for the analysis?
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Where to Sample the Target Population

A sampling error occurs whenever 2 sample’s composition is not identical to its target population. If the target populztion is homogeneous, then we can collect
individual samples without giving consideration to where we collect sample. Unfortunately, in most situations the target population is heterogeneous and attention
to where we collect samples is important. For example, due to settling a medication available as an oral suspension may have a higher concentration of its active
ingredients at the bottom of the container. The composition of a clinical sample, such as blood or urine, may depend on when it is collected. A patient’s blood
glucose level, for instance, will change in response to eating and exercise. Other target populations show both a spatial and a temporal heterogeneity. The
concentration of dissolved O in a lake is heterogensous due both to a change in seasons and to point sources of pollution.

The composition of @ homogenesous target population is the same regardless of where we sample, when we sample, or the size of our sample. For a
heterogeneous target population, the composition is not the same at different locations, at different times, or for different sample sizes.

If the analyte’s distribution within the target population is 2 concern, then our sampling plan must take this into account. When feasible, homogenizing the target
population is a simple solution, although this often is impracticable. In addition, homogenizing a sample destroys information about the analyte's spatial or temporal
distribution within the target population, information that may be of importance,

Random Sampling

The ideal sampling plan provides an unbizsed estimate of the target population’s properties. A random sampling is the easiest way to satisfy this requirement
[Cohen, R. D. J. Cham. Edur. 1991, &8, 902-903]. Despite its apparent simplicity, a truly random sample is difficult to collect. Haphazard sampling, in which
samples are collected without 3 sampling plan, is not random and may reflect an analyst’s unintentional biases.

Here is a simple method to ensure that we collect random samples, First, we divide the target population into equal units and assign to each unit 2 unique number.
Then, we use a random number table to select the units to sample. Example 7.2.1 provides an illustrative example. Appendix 14 provides a random number table
that you can use to design & sampling plan.

Judgmental Sampling

The opposite of random sampling is selective, or judgmental sampling in which we use prior information about the target population to help guide our selection
of samples, Judgmental sampling is more biased than random sampling, but requires fewer samples. Judgmental sampling is useful if we wish to limit the number
of independent variables that might affect our results. For example, if we are studying the bioaccumulation of PCB's in fish, we may choose to exdude fish that are
too small, too young, or that appear diseased.

Systematic Sampling

Rzndom sampling and judamental sampling represent extremes in bias and in the number of samples needed to characterize the target population. Systematic
sampling fzlls in between these extremes. In systematic sampling we sample the target population at regular intervals in space or time, Figure 7.2.1 shows an
aerizl photo of the Great Salt Lake in Utzh. A railroad line divides the lzke into two sections that have different chemical compositions. To compare the lake’s two
sections—and to evaluate spatial variations within each section—we use a two-dimensional grid to define sampling locations, collecting samples at the center of

each location. When a population’s is heterogensous in time, asis common in dlinical and environmental studies, then we might choose to collect samples at regular
intervals in time.

What Type of Sample to Collect

Having determined from where o collect samples, the next step in designing a sampling plan is to decide on the type of sample to collect. There are three common
methods for obtaining samples: grab sampling, composite sampling, and in situ sampling.

The most common type of sample is 2 grab sample in which we collect a portion of the target population at a specific ime or location, providing 2 “snapshot” of
the target population. If our target population is homogeneous, a series of random grab samples allows us to establish its properties. For a heterogeneous target
papulation, systematic grab sampling allows us to characterize how its properties change over time and/or space.

A composite sample is 3 set of grab samples that we combine into a single sample before analysis. Because information is lost when we combine individual
samples, normally we analyze separately each grab sample. In some situations, however, there are advantages to working with a composite sample.

One situation where composite sampling is appropriate is when our interest is in the target population’s average composition over time or space. For example,
wastewater treztment plants must monitor and report the average daily composition of the treated water they release to the environment. The analyst can collect

and analyze a set of individual grab samples and report the average result, or she can save time and money by combining the grab samples into a single composite
sample and report the result of her analysis of the composite sample.

Composite sampling also is useful when a single sample does not supply sufficient material for the analysis. For example, analytical methods for the quantitative
analysis of PCB's in fish often require as much as 50 g of tissue, an amount that may be difficult to obtain from a single fish. Combining and homogenizing tissue
samples from several fish makes it easy to obtain the necessary 50-g sample.

A significant disadvantage of grab samples and composite samples is that we cannot use them to monitor continuously a time-dependent change in the target
population. In situ sampling, in which we insert an analytical sensor into the target population, zllows us to monitor the target population without removing
individuzl grab samples. For example, we can monitor the pH of 2 solufion in an industrial production line by immersing a pH electrode in the solution’s flow.

v Bxample 7.2.2

A study of the relationship between traffic density and the concentrations of Pb, Cd, and Zn in roadside soils uses the following sampling plan [Nabulo, G.;
Oryem-Origa, H.; Diamond, M. Environ. Res. 2006, 101, 42-52]. Samples of surface soil (010 cm) are collected at distances of 1, 5, 10, 20, and 30 m from the
road. At each distance, 10 samples are taken from different locations and mixed to form a single sample. What type of sampling plan is this? Explain why this is

an appropriate sampling plan.
Solution

This is & systematic—judgemental sampling plan using composite samples. These are good choices given the goals of the study. Automobile emissions release
particulates that contain elevated concentrations of Pb, Cd, and Zn—this study was conducted in Uganda where leaded gasoline was still in use—which settle out
on the surrounding roadside soils as “dry rain.” Samples collected near the road and samples collected at fixed distances from the road provide sufficient data for
the study, while minimizing the total number of samples. Combining samples from the same distance into a single, composite sample has the advantage of
decreasing sampling uncertainty.
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How Much Sample to Collect

To minimize sampling errors, samples must be of an appropriate size. If a sample is too small its composition may differ substantially from that of the target
population, which introduces 2 sampling error. Samples that are too large, however, reguire more time and money to collect and analyze, without providing a
significant improvement in the sampling error.

Let’s assume our target population is a homogeneous mixture of two types of particles. Particles of type A contain a fixed concentration of analyte, and particles of
type B are analyte-free. Samples from this target population follow 2 binomial distribution, If we collect a sample of n particles, then the expected number of

particles that contzins analyte, ny, is
My =np
where p is the probability of selecting a particle of type A. The standard deviation for sampling is
/np(1 - p) (7.22)

Samp = Vv
To calculate the relative standard deviation for sampling, (#.ump),.. We divide Equation 7.2.1 by ny, obtaining

(Sramp)oa = Vnp(1—p)
sampJrel = T
Solving for n allows us to czlculate the number of particles we need to provide a desired relative sampling variance.
1- 1
n=— "Ly —_ (1.2.2)
P (smmp}rd

' Example 7.2.3

Suppose we are analyzing 2 soil where the particles that contain analyte represent only 1 x 10 7% of the population. How many particles must we collect to give
a percent relative standard deviation for sampling of 1%:?

Solution

Since the particles of interest account for 1 x 10-7% of all particles, the probability, p, of selecting one of these particles is 1 x 10, Substituting into Equation
7.2.2 gives
1- (1 % 10°9) 1

n=— - T x___ __—1x10"
1x10° {001

To obtain 2 relative standard deviation for sampling of 1%, we need to collect 1 = 10" particles.

Depending on the particle size, 3 sample of 1023 partides may be fairly large. Suppose this is equivalent to a mass of 80 g. Working with a sample this large clearly
is not practical. Does this mean we must work with 3 smaller sample and accept a larger relative standard deviation for sampling? Fortunately the answer is no. An
important feature of Equation 7.2.2 is that the relative standard deviation for sampling is & function of the number of particles instead of their combined mass. If we
crush and grind the partides to make them smaller, then a sample of 10%2 particles will have a smaller mass. If we assume that a particle is spherical, then its mass
is proportional to the cube of its radius.

]IISMEKY‘S

If we decrease a particle’s radius by a factor of 2, for example, then we decrease its mass by a factor of 23, or 8. This assumes, of course, that the process of
crushing and grinding particles does not change the compaosition of the particles.

v EBxample 7.2.4

Assume that a sample of 102 particles from Example 7.2.3 weighs 80 g and that the partides are spherical. By how much must we reduce a particle’s radius if
we wish to work with 0.6-g samples?

Solution
To reduce the sample’s mass from 80 g to 0.6 g, we must change its mass by a factor of

80

= 133
To accomplish this we must decrease a particle’s radius by a factor of
r =133x
r=51x

Decreasing the radius by a factor of approximately 5 allows us to decease the sample’s mass from 80 g to 0.6 g.

Treating a population as though it contains only two types of particles is @ useful exercise because it shows us that we can improve the relative standard deviation
for sampling by collecting more particles. Of course, 2 real populzation likely contains more than two types of particles, with the analyte present at several levels of
concentration. Nevertheless, the sampling of many well-mixed populations approximate binomizl sampling statistics because they are homogeneous on the scale at
which they are sampled. Under these conditions the following relationship between the mass of 2 random grab sample, m, and the percent relative standard
deviztion for sampling, &, often is valid

mie — K, (7.2.3)
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where K; is a sampling constant equal to the mass of a sample that produces a percent relative standard deviation for sampling of £1% [Ingamells, C. O.; Switzer,
P. Talantz 1973, 20, 547-568].

+ Example 7.2.5

The following data were obtained in a preliminary determination of the amount of inorganic ash in a breakfast cereal.
mass of cereal (g) 0.9956 0.95981 1.0036 0.9934 1.0067
Sewfw ash 1.34 1.29 1.32 1.26 1.28

What is the value of K; and what size sample is needed to give a percent relative standard deviation for sampling of +£2.0%. Predict the percent relative standard
deviation and the absolute standard deviation if we collect 5.00-g samples.

Solution

To determine the sampling constant, &, we need to know the average mass of the cereal samples and the relative standard deviztion for the amount of ash in
those samples. The average mass of the cereal samples is 1.0007 g. The average %w/w ash and its absolute standard deviation are, respectively, 1.208 %w/w
and 0.03194 %w/w. The percent relative standard deviation, R, therefore, is

Samp _ 0.03104% w/w

="~
X 1.208% w/w

x 100 = 2.46%

Solving for K gives its value as
K, =mR = (1.0007g)(2.46)* = 6.06 g
To obtzin 2 percent relative standard deviation of £2%, samples must have a mass of at least

K,  6.06g
_K 606 .
"= "o

If we use 5.00-g samples, then the expected percent relative standard deviation is
_ [E. _ |6.06g ,
R= == 500g 110%

RX  (1L.10)(1.208%w /w)
Swmp =0 = o0 =0.0143%w /w

and the expected absolute standard deviation is

Olaguindox is a synthetic growth promoter in medicated feeds for pigs. In an analysis of a production lot of feed, five samples with nominal masses of 0.95 g
were collected and analyzed, with the results shown in the following table.

mass (g) 0.9530 0.9728 0.9660 0.9402 0.9576
mg olaguindox/kg feed 23.0 23.8 21.0 26.5 21.4

What is the value of &: and what size samples are needed to obtain a percent relative deviation for sampling of 5.094? By how much do you need to reduce the
average particle size if samples must weigh no more than 1 g?

Answer

How Many Samples to Collect

In the previous section we considered how much sample we nead to minimize the standard deviation due to sampling. Another important consideration is the
number of samples to collect. If the results from our analysis of the samples are normally distributed, then the confidence interval for the sampling error is

8 samp

y/ Tsamp

p=X+ (7.2.4)
where fzmp is the number of samples and szamp is the standard deviation for sampling. Rearranging Equation 7.2.4 and substituting e for the quantity X — p, gives
the number of samples as

st
Mg = ——

(7.25)

e2
Because the value of t depends on 1., the solution to Equation 7.2.5 is found iteratively.
When we use Equation 7.2.5, we must express the standard deviation for sampling, 5., and the error, & in the same way. If 5., is reported as a percent

relative standard deviation, then the error, e, is reported as a percent relative error. When you use Equation 7.2.5, be sure to check that you are expressing Semp
and ein the same way.
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+ Example 7.2

In Example 7.2.5 we determined that we need 1.5-g samples to establish an 55 of £2.0% for the amount of inorganic ash in cereal. How many 1.5-g samples
do we nead to collect to obtain 3 percent relative sampling emror of £0.80% at the 95% confidence level?

Solution
Bacause the value of ¢ depends on the number of samples—a result we have yet to calculate—we begin by letting n.,,, = co and using #0.05, o) for £ From
Appendix 4, the value for £0.05, oo) is 1.960. Substituting known values into Equation 7.2.5 gives the number of samples as

_ (1.960)*(2.0)"

T, - —240=24
= T 080p

Letting Neamp = 24, the value of §0.05, 23) from Appendix 4 is 2.073. Recalculating ey, ives

 (2.073P (2,00

L= =269 =27
Tl = (0.80)2

When Nz = 27, the value of £0.05, 26} from Appendix 4 is 2.060. Recalculating Mg iVes

(2.060)(2.0)

Toamy = gy~ = 2052= 27

Because two successive calculations give the same value for Msamp, we have an iterative solution to the problem. We need 27 samples to achieve a percent
relative sampling error of £0.80% at the 95% confidence lavel.

Minimizing the Overall Variance

A final consideration when we develop a sampling plan is how we can minimize the overall variance for the analysis. Equation 7.1.2 shows that the overall variance
is a function of the variance due to the method, s2_,, and the variance due to sampling, s.mp. As we leamed earlier, we can improve the sampling variance by
collecting more samples of the proper size. Increasing the number of imes we analyze each sample improves the method's variance. If sZ,.., is significantly greater
than s2_;, we can ignore the method's contribution to the overall variance and use Equation 7.2.5 to estimate the number of samples to analyze. Analyzing any
sample more than once will not improve the overzll variance, because the method's variance is insignificant.

If 52y, is significantly greater than sk, then we need to collect and analyze only one sample. The number of replicate analyses, iz, we need to minimize the
error due to the method is given by an equation similar to Equation 7.2.5.

_ P

=—3
Unfortunately, the simple situations descaribed above often are the exception. For many analyses, both the sampling variance and the method variance are
significant, and both multiple samples and replicate analyses of each sample are necessary. The overzll error in this case is

[s2 z
Framp + Smeth

e=t T.26
|'I Toamp  MsampTirep ( )

Equation 7.2.6 does not have a unique solution as different combinations of Mz and -5, give the same overall error. How many samples we collect and how many
times we znalyze each sample is determined by other concerns, such as the cost of collecting and analyzing samples, and the amount of available sample.

v EBxample 7.2.7

An analytical method has a relative sampling variance of 0.40% and a relative method variance of 0.070%. Evaluate the percent relative error (a = 0.05) if you
collect 5 samples and analyze each twice, and if you collect 2 samples and analyze each 5 times.

Solution

Both sampling strategies require a total of 10 analyses. From Appendix 4 we find that the value of £0.05, 9) is 2.262. Using Equation 7.2.6, the relative error for
the first sampling strategy is

040 0070
5 TEx2

e =2.262 =0.67%

and that for the second sampling strategy is

and that for the second sampling strategy is

— - - — o
e=2.262,/ 2 +2x5 =10%

Because the method variance is smaller than the sampling variance, we obtain a smaller relative error if we collect more samples and analyze each sample fewer
times.

An analytical method has a relative sampling variance of 0.10% and a relative method variance of 0.20%. The cost of collecting a sample is $20 and the cost of
analyzing a sample is $50. Propose a sampling strategy that provides a maximum relative error of £0.50% (e = 0.05) and a maximum cost of $700.

Answer

If we collect a single sample {cost $20), then we can analyze that sample 13 times (cost $650) and stay within our budget. For this scenario, the percent

relative error is
2 s (0.1I0 020
Ssamp + meth 9370, (= ¢ 5 0.74%
pL— NonmpTrep 1 1x13

where #{0.05, 12) is 2.179. Because this percent relative error is larger than +£0.50%, this is not a suitable sampling strategy.

Mext, we try two samples {cost $40), analyzing each six times {cost $600). For this scenario, the percent relative arror is

2 2 . I
e—ty|mme | Cmeth g oqgs [O10 OA o oy
Nyamp  TsampTrep 2 ' 2x6
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where #0.05, 11) is 2.2035. Because this percent relative error is larger than £0.50%, this also is not 2 suitable sampling strategy.

MNext we try three samples (cost $60), analyzing each four times (cost $600). For this scenario, the percent relative error is

=2 2 1 T
e—t [ Zame Fmeth =2.1>:uss1a‘—un LR
Thaamp  MaampTirep 3 Ix4d

where #0.05, 11) is 2.2035. Because both the total cost ($660) and the percent relative error meet our requirements, this is a suitable sampling strategy.

There are other suitable sampling strategies that meet both goals. The strategy that requires the least expense is to collect eight samples, analyzing each
once for a total cost of $560 and a percent relative error of £0.46%. Collecting 10 samples and analyzing each one time, gives a percent relative error of
+0,39% at a cost of $700.

7.3: Implementing the Sampling Plan

Implementing a sampling plan usually involves three steps: physically removing the sample from its target population, preserving the sample, and preparing the
sample for analysis, Except for in situ sampling, we analyze 2 sample after we have removed it from its target population. Because sampling exposes the target
population to potential contamination, our sampling device must be inert and clean.

Once we remove a sample from its target population, there is a danger that it will undergo a chemical or physical change before we can complete its analysis. This
is a serious problem because the sample’s properties will no longer e representative of the target population. To prevent this problem, we often preserve samples
before we transport them to the lzboratory for analysis. Even when we anzlyze 2 sample in the field, preservation may still be necessary.

The initial sample is called the primary or gross sample, and it may be a single increment drawn from the target population or 2 composite of several increments,
In many cases we cannot analyze the gross sample without first preparing the sample for analyze by reducing the sample’s particle size, by converting the sample
into 2 more readily analyzable form, or by improving its homogeneity.

Although you may never work with the spedfic samples highlighted in this section, the case studies presented here may help you in envisioning potential
problems associated with your samples.

Sample Collection

The chemical composition of 2 surface water—such as 2 stream, river, lake, estuary, or ocean—is influenced by flow rate and depth. Rapidly flowing shallow streams
and rivers, and shallow (<5 m) lzkes usually are well mixed and show little stratification with depth. To collect a grab sample we submerge a capped bottle below
the surface, remove the cap and allow the bottle to fill completely, and replace the cap. Collecting a sample this way avoids the air—water interface, which may be
enriched with heavy metals or contaminated with oil [Duce, R. A.; Quinn, 1. G. Olney, C. E.; Piotrowicz, 5. R.; Ray, 5. 1.; Wade, T. L. Science 1972, 176, 161-163].

Slowly moving streams and rivers, lakes deeper than five meters, estuaries, and oceans may show substantial stratification with depth. Grab samples from near the
surface are collected as described zbove, and samples at greater depths are collected using 2 sample bottle lowered to the desired depth (Figure 7.3.1 ).

Figure 7.3.1 . A Miskin sampling bottle for collecting water samples from lakes and oceans. After lowering the bottle to the desired depth, a weight is sent down a winch

ling, tripping a spring that doses the botte. Source: modified from NOAA,
Wells for sampling groundwater are purged before we collect samples because the chemical composition of water in a well-casing may differ significantly from that
of the groundwater. These differences may result from contaminants introduced while drilling the well or by 2 change in the groundwater's redox potential following
its exposure to atmospheric oxygen. In general, 2 well is purged by pumping out a volume of water equivalent to several well-casing volumes or by pumping until
the water's temperature, pH, or specific conductance is constant. A municipal water supply, such as a residence or 2 business, is purged before sampling because
the chemical composition of water standing in a pipe may differ significantly from the treated water supply. Samples are collected at faucets after flushing the pipes
for 2-3 minutes.

Samples from municipal wastewater treatment plants and industrial discharges often are collected as a 24-hour composite. An automatic sampler periodically
removes an individual grab sample, adding it to those collected previously. The volume of each sample and the frequency of sampling may be constant, or may vary
in response to changes in flow rate.

Sample containers for collecting natural waters and wastewaters are made from glass or plastic. Kimax and Pyrex brand borosilicate glass have the advantage of
being easy to sterilize, easy to clean, and inert to all solutions except those that are strongly alkalineg. The disadvantages of glass containers are cost, weight, and
the ease of breakage. Plastic containers are made from a variety of polymers, including polyethylene, polypropylene, polycarbonate, polyvinyl chloride, and Teflon.
Plastic containers are light-weight, durable, and, except for those manufactured from Teflon, inexpensive. In most cases glass or plastic bottles are used
interchangeably, although polyethylene bottles generally are preferred because of their lower cost. Glass contziners are always used when collecting samples for the
analysis of pesticides, oil and grease, and organics because these species often interact with plastic surfaces. Because glass surfaces easily adsorb metzl ions,
plastic bottles are preferred when collecting samples for the analysis of trace metals.

In most cases the sample bottle has a wide mouth, which makes it easy to fill and to remove the sample. A narrow-mouth sample bottle is used if exposing the
sample to the container’s cap or to the outside environment is a problem. Unless exposure to plastic is a problem, caps for sample bottles are manufactured from
polyetindene. When polyethylene must be avoided, the container's cap includes an inert interior liner of neoprene or Teflon.

Sample Preservation and Preparation
Here our concem is only with the need to prepare the gross sample by converting it into a form suitable for analysis. Some analytical methods require additional

sample preparation steps, such as concentrating or diluting the analyte, or adjusting the analyte’s chemical form. We will consider these forms of sample
preparation in later chapters that focus on specific analytical methods.
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After removing a sample from its target population, its chemical composition may change as a result of chemical, biclogical, or physical processes. To prevent a
change in composition, samples are preserved by controlling the sample’s pH and temperature, by limiting its exposure to light or to the atmosphere, or by adding 2
chemical preservative. After preserving 2 sample, it is safely stored for later analysis. The maximum holding time between preservation and analysis depends on the

analyte's stability and the effectiveness of sample preservation, Table 7.3.1 summarizes preservation methods and maximum holding times for several analytes of
importance in the analysis of natural waters and wastewaters,

Table 7.3.1 . Preservation Methods and Maximum Holding Times for Selected Analytes in Natural Waters and Wastewaters
analyte preservation method maximum helding time

cool to 4°C; add H;504 topH < 2

ammaonia 28 days
chloride none required 28 days
metals: Cr{vI) cool to 4°C 24 hours
metals: Hg HMO; to pH < 2 28 days
metals: all others HNO; to pH < 2 6 months
nitrabe none required 48 hours
1 mL of 10 mg/mL HgCl; or 7 days without extraction;
organochlorine pesticides immediate extraction with a suitable non-agqueous 40 days with extraction
solvent
pH none required analyze immediatehy

Other than adding a preservative, solution samples generally do not need additional preparation before analysis. This is the case for samples of natural waters and
wastewaters. Solution samples with particularly complex matricies—blood and milk are two common examples—may need addi- tional processing to separate
analytes from interferents, a topic covered |ater in this chapter.

Gases

Typical examples of gaseous samples incdude automobile exhaust, emissions from industrial smokestacks, atmospheric gases, and compressed gases. Also induded
in this category are aerosol particulates—the fine solid partides and liquid droplets that form smoke and smog. Let’s use the sampling of urban air as a case study in
how to sample a gas.

Sample Collection

One approach for collecting 2 sample of urban air is to fill 2 stainless steel canister or a Tedlar/Teflon bag. A pump pulls the air into the container and, after purging,
the container is sealed. This method has the advantage of being simple and of collecting 2 representative sample. Disadvantages include the tendency for some
analytes to adsorb to the container’s walls, the presence of analytes at concentrations too low to detect with suitable accuracy and precision, and the presence of
reactive analytes, such as ozone and nitrogen oxides, that may react with the contziner or that may otherwise alter the sample's chemical composition during

storage. When using a stainless steel canister, cryogenic cooling, which changes the sample from 2 gaseous state to a liquid state, may limit some of these
disadvantages.

Most urban air samples are collected by filtration or by using a trap that contains 2 solid sorbent. Solid sorbents are used for volatile gases (a vapor pressure more
than 108 atm) and for semi-volatile gases (2 vapor pressure between 105 atm and 10-*2 atm). Filtration is used to collect zerosol particulates. Trapping and
filtering allow for sampling larger volumes of gas—an important concern for an analyte with a small concentration—and stabilizes the sample between its collection
and its analysis.

In solid sorbent sampling, a pump pulls the urban air through a canister packed with sorbent particles. Typically 2-100 L of air are sampled when collecting a
volatile compound and 2-500 m? when collecting a semi-volatile gas. A variety of inorganic, organic polymer, and carbon sorbents have been used. Inorganic
sorbents, such as silica gel, alumina, magnesium aluminum silicate, and molecular sieves, are efficient collectors for polar compounds. Their efficiency at absorbing
water, however, limits their capacity for many organic analytes.

1 m? is equivalent to 10° L.

Organic polymeric sorbents include polymeric resins of 2,4-diphenyl-p-phenylene oxide or styrene-divinylbenzene for volatile compounds, and polyurethane foam for
semi-volatile compounds. These materials have a low affinity for water and are efficient for sampling all but the most highly volatile organic compounds and some
lower molecular weight alcohols and ketones, Carbon sorbents are superior to organic polymer resins, which makes them useful for highly volatile organic
compounds that will not absorb onto polymeric resins, although remaving the compounds may be difficult.

Non-volatile compounds normally are present either as solid particulztes or are bound to solid particulates. Samples are collected by pulling a large volume of urban
air through 3 filtering unit and collecting the particulates on glass fiber filters.

The short term exposure of humans, animals, and plants to atmospheric pollutants is more severe than that for pollutants in other matrices. Because the
composition of atmospheric gases can vary significantly over a time, the continuous monitoring of atmospheric gases such as Gs, CO, 50z, NH3, Ha0z, and NOa by
in situ sampling is important [Tanner, R. L. in Keith, L. H., ed. Principles of Environmental Sampling, American Chemical Society: Washington, D. C., 1988, 275-286].

Sample Preservation
After collecting 2 gross sample of urban air, generally there is little need for sample preservation or preparation. The chemical composition of 3 gas sample usually is

stable when it is collected using 2 solid sorbent, z filter, or by cryogenic cooling. When using a solid sorbent, gaseous compounds are released for analysis by

thermal desorption or by extracting with a suitable solvent. If the sorbent is selective for a single analyte, the increase in the sorbent’s mass is used to determine
the amount of analyte in the sample.
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Solids

Typical examples of solid samples include large particulates, such as those found in ores; smaller particulates, such as soils and sediments; tablets, pellets, and
capsules used for dispensing pharmaceutical products and animal feeds; sheet materials, such as polymers and rolled metzals; and tissue samples from biclogical
specimens. Solids usually are heterogensous and we must collect samples carefully if they are to be representative of the target population. Let's use the sampling
of sediments, soils, and ores as a case study in how to sample solids.

Sample Collection

Sediments from the bottom of streams, rivers, |akes, estuaries, and oceans are collected with a bottom grab sampler or with a corer. A bottom grab sampler (Figure
7.3.2 ) is equipped with a pair of jaws that close when they contact the sediment, scooping up sediment in the process. Its principal advantages are ease of use and
the ability to collect a large sample. Disadvantages indude the tendency to lose finer grain sediment particles as water flows out of the sampler, and the loss of
spatial information—baoth laterally and with depth—due to mixing of the sample.

Figure 7.3.2 . Bottom grab sampler being prepared for deployment. Source: NOAZL,

An zlternative method for collecting sediments is the cylindrical coring device shown in Figure 7.3.3 ). The corer is dropped into the sediment, collecting a column of
sediment and the water in contact with the sediment. With the possible exception of sediment at the surface, which may experience mixing, samples collected with
a corer maintain their vertical profile, which preserves information about how the sediment’s composition changes with depth.

Collecting soil samples at depths of up to 30 cm is accomplished with 2 scoop or a shovel, although the sampling variance generally is high. A better tool for
collecting soil samples near the surface is a soil punch, which is a thin-walled steel tube that retains a core sample after it is pushed into the soil and removed. Soil
samples from depths greater than 30 cm are collected by digging a trench and collecting lateral samples with a soil punch. Alternatively, an auger is used to drill 2
hole to the desired depth and the sample collected with 2 soil punch.

For particulate materizls, particle size often determines the sampling method. Larger particulate solids, such as ores, are sampled using z riffle (Figure 7.3.4 ), which
is a trough with an even number of compartments. Because adjoining compartments empty onto opposite sides of the riffle, dumping a gross sample into the riffle
divides it in half. By repeatedly passing half of the separated material back through the riffle, 2 sample of the desired size is collected.

gross sample

sepanated partians of sample

Figure 7.3.4 . Example of a four-unit riffle. Passing the gross sample, shown within the drcle, through the riffle divides it into four piles, two on each side. Combining the
piles from one side of the riffle provides a new sample, which is passed through the riffle again or kept as the final sample. The piles from the other side of the riffle are
discarded.

A sample thief (Figure 7.3.5 ) is used for sampling smaller particulate materials, such as powders. A typical sample thief consists of two tubes that are nestled
together. Each tube has one or more slots aligned down the length of the sample thief. Before inserting the sample thief into the material being sampled, the slots
are closed by rotating the inner tube. When the sample thief is in place, rotating the inner tube opens the slots, which fill with individual samples. The inner tube is
then rotated to the closed position and the sample thief withdrawn.

Sample Preservation

Without preservation, 2 solid sample may undergo 2 change in composition due to the loss of volatile material, biodegradation, or chemical reactivity (particularly
redox reactions). Storing samples at lower temperatures makes them less prone to biodegradation and to the loss of volatile material, but fracturing of solids and
phase separations may present problems. To minimize the loss of volatile compounds, the sample container is filled completely, eliminating a headspace where
gases collect. Samples that have not been exposed to 07 particularly are suscepfible to oxidation reactions. For example, samples of anaerobic sediments must be
prevented from coming into contact with air.

Sample Preparation

Unlike gases and liquids, which generally require little sample preparation, a solid sample usually needs some processing before analysis. There are two reasons for
this. First, as discussed in Chapter 7.2, the standard deviation for sampling, Ssam is a function of the number of particles in the sample, not the combined mass of
the particles. For a heterogeneous material that consists of large particulates, the gross sample may be too large to analyze, For example, a Ni-bearing ore with an
average particle size of 5 mm may require a sample that weighs one ton to obtain a reasonable s.ump. Reducing the sample’s average particle size allows us to
collect the same number of particles with 2 smaller, more manageable mass. Second, many analytical techniques require that the amalyte be in solution.

113



Analytical Chemistry - AIU

Reducing Particle Size

A reduction in particle size is accomplished by crushing and grinding the gross sample. The resulting particulates are then thoroughly mixed and divided into
subsamplas of smaller mass. This process seldom occurs in 2 single step. Instead, subsamples are cycled through the process several times until a final
laboratory sample is obtained.

Crushing and grinding uses mechanical force to break larger particles into smaller particles. A variety of tools are used depending on the particle’s size and
hardness. Large particles are crushed using jaw crushers that can reduce particles to diameters of a few millimeters. Ball mills, disk mills, and mortars and pestles
are used to further reduce particle size.

A significant change in the gross sample’s composition may occur during crushing and grinding. Decreasing particle size increases the availzble surface area, which
increases the risk of losing volatile components. This problem is made worse by the frictional heat that accompanies crushing and grinding. Increasing the surface
area also exposes interior portions of the sample to the atmosphere where oxidation may alter the gross sample’s composition. Other problems include
contzmination from the materials used to crush and grind the sample, and differences in the ease with which partides are reduced in size. For example, softer
particles are easier to reduce in size and may be lost as dust before the remaining sample is processed. This is & particular problem if the analyte’s distribution
between different types of particles is not uniform.

The gross sample is reduced to 2 uniform particle size by intermittently passing it through a sieve. Those particles not passing through the sieve receive additional
processing until the entire sample is of uniform size. The resulting material is mixed thoroughly to ensure homogeneity and a subsample obtained with a riffle, or by
coning and quartering. As shown in Figure 7.3.6 , the gross sample is piled into a cone, flattened, and divided into four quarters. After discarding two dizgonally
opposed quarters, the remaining material is cycled through the process of coning and quartering until 2 suitable laboratory sample remains.

FN
u .
gather material Into a cone flatten the cone

aboratory sample A

\ . cycle
L

ey
u"‘.‘""l\‘ S/ ’.*’
B »‘
\ |8
A i —— -
divide into quarters divide in half

Figure 7.3.6 . Illustration showing the method of coning and gquartering for reducing sample size. After gathering the gross sample into a cong, the cone is flattened,
divided in half, and then divided into quarters. Two opposing quarters are combined to form the laboratory sample or a subsample that is sent through another cyde.
The two remaining quarters are discarded.

Bringing Solid Samples Into Solution

If you are fortunate, your sample will dissolve easily in a suitable solvent, requiring no more effort than gently swirling and heating. Distilled water usually is the
solvent of choice for inorganic salts, but organic solvents, such as methanol, chloroform, and toluene, are useful for organic materials.

When a sample is difficult to dissolve, the next step is to try digesting it with an acid or a base. Table 7.3.2 lists several common acids and bases, and summarizes
their use. Digestions are carried out in an open container, usually a beaker, using 2 hot-plate as a source of heat. The main advantage of an open-vessel digestion is
cost because it requires no special equipment. Volatile reaction products, however, are lost, which results in 2 determinate error if they include the analyte.
Table 7.3.2 . Acids and Bases Used for Digesting Samples
solution uses and properties

dissolves metals more easily reduced than H; (£ < 0)

dissolves insoluble carbonate, sulfides, phosphates, fluorides, sulfates, and
many oxides

HCl (37% wiw)

strong oxidizing agent
dissolves most common metzls except Al, Au, Pt, and Cr
» decomposes organics and biological samples (wet ashing)

HNO; (70% wjiw)

dissolves many metals and alloys
« decomposes organics by oxidation and dehydration

H2504 (98% wiw)

HF (50%6 wijw)

dissolves silicates by forming volatile SiFs

« hot, concentrated solutions are strong oxidizing 2gents

HCIO, (70% wiw) « dissolves many metals and alloys
WIW
) : » decomposes organics (Caution: reactions with organics often are

explosive; use only in a specially equipped hood with a blast shield and
after prior decomposition with HNO3)

also known as agua regiz
dissolves Au and Pt

HCEHNG, (3:1 vfv)

NalOH

dissolves Al and amphoteric oxides of Sn, Pb, Zn, and Cr
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7.4: Separating the Analyte From Interferents

When an analytical method is selective for the analyte, analyzing 2 sample is a relatively simple task. For example, & guantitative analysis for glucose in honey is
relatively easy to accomplish if the method is selective for glucose, even in the presence of other reducing sugars, such as fructose. Unfortunately, few analytical
methods are selective toward a single species.

In the absence of an interferent, the relationship between the sample’s signal, Ssamp, and the analyte’s concentration, Gy, is
Suamp = kaCa (7.4.1)
where kj is the analyte’s sensitivity.
In Equation 7.4.1, and the equations that follow, you can replace the analyte’s concentration, Gy, with the moles of analyte, ns, when working with methods,
such as gravimetry, that respond to the absolute amount of analyte in a sample. In this case the interferent also is expressed in terms of moles.
If an interferent, is present, then Equation 7.4.1 becomes
Seamp = kaCla + ki Cy (742)

where k; and G are, respectively, the interferent’s sensitivity and concentration. A method's selectivity for the analyte is determined by the relative difference in its
sensitivity toward the analyte and the interferent. If k4 is greater than A, then the method is more selective for the analyte. The method is more selective for the
interferent if &;is greater than k..

Even if 2 method is more selective for an interferent, we can use it to determine Cy if the interferent’s contribution to S.qyp is insignificant. The selectivity
coefficient, K4, which we introduced in Chapter 3, provides a way to characterize a method'’s selectivity.

k
Kap=— (7.4.3)
1=
Solving Equation 7.4.3 for &7, substituting into Equation 7.4.2, and simplifying, gives
Spamp = ka (Ca + Koy x Cp) (r.a4)

An interferent, therefore, does not pose a problem as long as the product of its concentration and its selectivity coefficient is significantly smaller than the analyte's
concentration.

Kap % Cp << Cy

If we cannot ignore an interferent’s contribution to the signal, then we must begin our analysis by separating the analyte and the interferent.

7.5: General Theory of Separation Effiiciency

The goal of an analytical separation is to remove either the analyte or the interferent from the sample’s matrix. To achieve this separation we must identify at least
one significant difference between the anzlyte’s and the interferent’s chemical or physical properties. A significant difference in properties, however, is not sufficient
to effect a separation if the conditions that favor the extraction of interferent from the sample also removes a small amount of analyte.

Twao factors limit a separation’s efficiency: failing to recover all the analyte and failing to remove all the interferent. We define the analyte’s recovery, R, as

Ca
Ry =—A_ (7.5.1)
RCAN
where Cyis the concentration of analyte that remains after the separation, and (Cy), is the analyte’s initizl concentration. A recovery of 1.00 means that no analyte
is lost during the separation. The interferent’s recovery, R;, is defined in the same manner
Cr
R = (7.5.2)
(Cr),
where (;is the concentration of interferent that remains after the separation, and (), is the interferent’s initial concentration. We define the extent of the
separation using a separation factor, 5; 4 [(3) Sandell, E. B. Colorimetric Determination of Trace Metals, Interscience Publishers: New York, 1950, pp. 19-20; (b)
Sandell, E. B. 4nal. Chem. 1968, 40, 834-835].

Ry

Spa= R,

In general, an Sy 4 of approximately 10~ is needed for the guantitative analysis of a trace analyte in the presence of a macro interferent, and 102 when the analyte
and interferent are present in approximately egual amounts.

The meaning of trace and macro, as well as other terms for describing the concentrations of analytes and interferents, is presented in Chapter 2.

' Example 7.5.1

An analytical method for determining Cu in an industrizl plating bath gives poor results in the presence of Zn. To evaluate a method for separating the analyte
from the interferent, samples with known concentrations of Cu or Zn were prepared and analyzed. When a sample of 128.6 ppm Cu was taken through the
separation, the concentration of Cu that remained was 127.2 ppm. Taking a 134.9 ppm solution of Zn through the separation left behind a concentration of 4.3
ppm Zn. Calculate the recoveries for Cu and Zn, and the separation factor.

Solution

Using Equation 7.5.1 and Equation 7.5.2, the recoveries for the analyte and interferent are

_ 1272ppm
Hep, = 86 ppm — 0.9801 or 98.91%
4.3 ppm
b= 10 ppm — 0.032 or 3.2%
and the separation factor is
Ry, 0.032
Staon = o, — 0.0801 = 0.032
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Recoveries and separation factors are useful tools for evaluating 2 separation’s potential effectiveness; they do not, however, give a direct indication of the error that
results from failing to remove all the interferent or from failing to completely recover the analyte. The relative error due to the separation, £ is

Sparap — Fim
O L (7.5.4)
Samp
where §},mp is the sample’s signal for an ideal separation in which we completely recover the analyte.
Stamp = ka(Ca), (7.5.5)
Substituting equation 7.4.4 and Equation 7.5.5 into Equation 7.5.4, and rearranging
_ kalCa+ Kag x C1) — kalCa),
ka(Cal,
E— Ca+ Koy 2 Cp —(C'A),,
(Ca).
g _Ca _(Ca),  KarxC
(Cada  (Cals (Ca)s

E

leaves us with
Kap = Cy
E=(Ry—1)+———— (7.5.6)
(Cal,
A more useful equation is obtzined by solving Equation 7.5.2 for C; and substituting into Equation 7.5.6.
Kag % (Cr),
(Cala

The first term of Equation 7.5.7 accounts for the analyte's incomplete recovery and the second term accounts for a failure to remove zll the interferent.

v Example 7.5.2

Following the separation outlined in Example 7.5.1 , an analysis is carried out to determine the concentration of Cu in an industrial plating bath. Analysis of
standard solutions that contain either Cu or Zn give the following linear calibrations.

E=(R,—1)+ % Ry (7.5.7)

Sou = 1250 ppm ! % Cp, and Sy, = 2310 ppm ! x O,

(2) What is the relative error if we analyze a sample without removing the Zn? Assume the initial concentration ratio, Cu:Zn, is 7:1. {b) What is the relative error
if we first complete the separation with the recoveries determined in Example 7.5.1 7 () What is the maximum acceptable recovery for Zn if the recovery for Cu
i5 1.00 and if the error due to the separation must be no greater than 0.10%?

Solution
() If we complete the analysis without separating Cu and Zn, then Rp, and Rz, are exactly 1 and Equation 7.5.7 simplifies to

p_ Koum * (Cra),
(Cea)y

Using equation 7.4.3, we find that the selectivity coefficient is

kgm 2310 ppm '
kpy, 1250 ppm !

Kougn = =1.85

Given the initial concentration ratio of 7:1 for Cu and Zn, the relative error without the separation is

i
E— w — 0.264 or 26.4%

(b} To calculate the relative error we substitute the recoveries from Example 7.5.1 into Equation 7.5.7, obtaining

185 x 1
E— (00801 1) + 2%

x 0,032 = —0.0109 + 0.085 = —0.0024

or —0.24%. Note that the negative determinate error from failing to recover all the analyte is offset partially by the positive determinate error from failing to
remove all the interferent.

() To determine the maximum recovery for Zn, we make appropriate substitutions into Equation 7.5.7

L85 x1

E=00010=(1-1)+—

X Ry
and solve for Rz, obtaining a recovery of 0.0038, or 0.28%. Thus, we must remove at least

100.00%; — 0.38% = 00.62%

of the Zn to obtzin an error of 0.10% when R, is exactly 1.

7.6: Classifying Separation Techniques

We can separate an analyte and an interferent if there is a significant difference in at least one of their chemical or physical properties. Table 7.6.1 provides a partial
list of separation technigues, organized by the chemical or physical property affecting the separation.
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Table 7.6.1 . Classification of Separation Techniques

basis of separation separation technique(s)
size filtration; dialaysis; size-exclusion chromatography
mass or density centrifugation
complex formation masking
change in physical state distillation; sublimation; recrystalization
change in chemical state precipitation; electrodeposition; volatilization
partitioning between phases extraction; chromatography

Separations Based on Size

Size is the simplest physical property we can exploit in 2 separation. To accomplish the separation we use a porous medium through which only the analyte or the
interferent can pass. Examples of size-based separations include filtration, dialysis, and size-exclusion.

1In a filtration we separate a particulate interferent from soluble analytes using 2 filter with a pore size that will retain the interferent. The solution that passes
through the filter is called the fiftrate, and the material retained by the filter is the retentate. Gravity filtration and suction filtration using filter paper are
techniques with which you should already be familiar. A membrane filter is the method of choice for particulates that are too small to be retained by filter paper.
Figure 7.6.1 provides information about three types of membrane filters. For applications of gravity filtration and suction filtration in gravimetric methods of analysis,
see Chapter 8.

(b)

membrana

Figure 7.6.1 . Examples of three types of membrane filters for separating analytes and interferents. (a) A centrifugal filter for concentrating and desalting macromolecular

solutions. The membrane has a nominal molecular weight cut-off of 1 = 10° g/mal. The sample is placed in the upper reservoir and the unit is placed in a centrifuge.

Upon spinning the unit at 2000 x g — 5000 = g, the filtrate collects in the bottom reserveir and the retentate remains in the upper reservoir. (b) A 0.45 pm membrane

syringe filter. The photo on the right shows the membrane filter in its casing. In the photo on the left, the filter is attached to a syringe. Samples are placed in the

syringe and pushed through the filter. The filtrate is collected in a test tube or other suitable container. {c) A disposable filter system with a 0.22 pm cellulose acetate

membrane filter. The sample is added to the upper unit and vacuum suction is used to draw the filtrate through the membrane and into the lower unit. To store the

filtrate, the top half of the unit is removed and a cap placed on the lower unit. The filter unit shown here has a capacity of 150 mL.
Dialysis is another example of 2 separation technique in which size is used to separate the analyte and the interferent. A dizlysis membrane usuzlly is made using
cellulose and fashioned into tubing, bags, or cassettes. Figure 7.6.2 shows an example of 2 commercizlly available dialysis cassette. The sample is injected into the
dizlysis membrang, which is sealed tightly by a gasket, and the unit is placed in a container filled with a solution with a2 compaosition different from the sample. If
there is 2 difference in a species’ concentration on the membrane’s two sides, the resulting concentration gradient provides a driving force for its diffusion across the
membrane. While small species freely pass through the membrane, larger species are unzble to pass. Dialysis frequently is used to purify proteins, hormones, and
enzymes, During kidney dialysis, metabolic waste products, such as urea, uric acid, and creatinine, are removed from blood by passing it over a dizlysis membrane.

Size-exclusion chromatography is a third example of 3 separation technique that uses size as a means to effect a separation. In this technigue a column is
packed with small, approximately 10-pum, porous polymer beads of cross-linked dextrin or polyacrylamide. The pore size of the particles is controlled by the degres
of cross-linking, with more cross-linking producing smaller pore sizes. The sample is placed into 2 stream of solvent that is pumped through the column at 3 fixed
flow rate. Those spedes too large to enter the pores pass through the column at the same rate as the solvent, Species that enter into the pores take longer to pass
through the column, with smaller species requiring more time to pass through the column. Size-exdusion chromatography is widely used in the analysis of
polymers, and in biochemistry, where it is used for the separation of proteins. A more detailed treatment of size-exclusion chromatography, which also is called gel
permeation chromatography, is in Chapter 12.

Separations Based on Mass or Density

If the analyte and the interferent have different masses or densities, then a separation using centrifugation may be possible. The sample is placed in a centrifuge
tube and spun at 2 high angular velocity, measured in revolutions per minute (rpm]). The sample’s constituents experience a centrifugal force that pulls them toward
the bottom of the centrifuge tube. Those species that experience the greatest centrifugal force have the fastest sedimentation rate and are the first to reach the
bottom of the centrifuge tube. If two species have the same density, their separation is based on a difference in mass, with the heavier spacies having the greater
sedimentation rate, If the spedes are of equal mass, then the species with the larger density has the greatest sedimentation rate.

Centrifugation is an important separation technique in biochemistry. Table 7.6.2 , for example, lists conditions for separating selected cellular components. We can
separate lysosomes from other cellular components by several differential centrifugations, in which we divide the sample into 2 solid residue and a supernatant
solution. After destroying the cells, the solution is cenfrifuged for 20 minutes at 15000 x g (& centrifugal force that is 15 000 times the earth's gravitational force),
leaving 2 solid residue of cell membranes and mitochondria. The supernatant, which contzins the lysosomes, is isolated by decanting it from the residue and then
centrifuged for 30 minutes at 30000 x g, leaving 2 solid residue of lysosomes. Figure 7.6.3 shows a typical centrifuge capable of producing the centrifugal forces
needed for biochemical separations.
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Table 7.6.2 . Conditions for Separating Selected Cellular Components by Centrifugation

components centrifugal force (x g} time (min)
eukaryotic cells 1000 5
cell membranes; nudei 4000 10
mitochondria, bacterial cells 15000 20
ly bacterial b 30000 30
ribosomes 100000 180

Source: Adapted from Zubay, G. Biochemistry, 2nd ed. Macmillan: New York, 1988, p.120.

Figure 7.6.3 . Bench-top centrifuge capable of reaching speeds up to 14000 rpm and centrifugal forces of 20800 x g. This particular centrifuge is refrigerated, allowing

samples to be cooled to temperatures as low as —4°C.
An alternative approach to differential centrifugation is 2 density gradient centrifugation. To prepare a sucrose density gradient, for example, 2 solution with a
smaller concentration of sucrose—and, thus, of lower density—is gently layered upon a solution with a higher concentration of sucrose. Repeating this process
several times, fills the centrifuge tube with a multi-layer density gradient. The sample is placed on top of the density gradient and centrifuged using a force greater
than 150000 = g. During centrifugation, each of the sample’s components moves through the gradient until it reaches a position where its density matches the
surrounding sucrose solution. Each component is isolated as a separate band positioned where its density is equal to that of the local density within the gradient.
Figure 7.6.4 provides an example of 3 typical sucrose density centrifugation for separating plant thylakoid membranes.

WT lat2

a8 127432
B Free pigments |
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Bd, LHCT-CP29-C124)
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BS, P51 core complex I

1902 & 1 853 4
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—
Figure 7.6.4 . Example of a sucrose density gradient centrifugation of thylakoid membranes from wild type (WT) and /ut2 plants. The thylakoid membranes wers
extracted from the plant’s leaves and separated by centrifuging in @ 0.1-1 M sucrose gradient for 22 h at 280000 = g and at 4°C. Six bands and their chlorophyll
contents are showm. Adapted from Dall'Osto, L.; Lico, C.; Alric, 1.; Giuliane, G.; Havaux, M.; Bassi, R. BMC Plant Biology 2006, 6:32.

Separations Based on Complexation Reactions (Masking)

One widely used technique for preventing an interference is to bind the interferent in 2 strong, soluble complex that prevents it from interfering in the analyte’s
determination. This process is known as masking. As shown in Table 7.6.3 , 3 wide variety of ions and molecules are useful masking agents, and, as a result,
selectivity is usually not a problem.

Technically, masking is not a separation technigue because we do not physically separate the analyte and the interferent. We do, however, chemically isolate the
interferent from the analyte, resulting in 3 pseudo-separation.

Table 7.6.3 . Selected Inorganic and Organic Masking Agents for Metal Tons
masking agent elements whose ions are masked

Ag, Au, Cd, Co, Cu, Fe, Hg, Mn, Ni, Pd, Pt, Zn

o
SN Ag, Cd, Co, Cu, Fe, Ni, Pd, Pt, Zn
NH; Ag, Co, Ni, Cu, Zn

F Al, Co, Cr, Mg, Mn, Sn, Zn
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310§ Au, Ce, Co, Cu, Fe, Hg, Mn, Pb, Pd, Pt, 5b, 5n, Zn
tartrate Al, Ba, Bi, Ca, Ce, Ca, C, Cu, Fe, Hg, Mn, Pb, Pd, Bt, Sb, Sn, Zn
onalate Al, Fe, Mg, Mn

thioglycolic acd Cu, Fe, Sn

Source: Meites, L. Handbook of Analytical Chemistry, McGraw-Hill: New York, 1963,

v Example 7.6.1

Using Table 7.6.3 , suggest a masking agent for the analysis of aluminum in the presence of iron.

Solution

A suitable masking agent must form a complex with the interferent, but not with the analyte. Oxalate, for example, is not a suitable masking agent because it
binds both &l and Fe. Thioglycolic acid, on the other hand, is 2 selective masking agent for Fe in the presence of Al. Other acceptable masking agents are cyanide
(CN) thiocyanate (SCN-), and thiosulfate (S, 03 ).

? Bxerdse 7.6.1

Using Table 7.6, suggest 2 masking agent for the anzlysis of Fe in the presence of Al

Answer

The fluoride ion, F~, is a suitable masking agent as it binds with AP~ to form the stable A]F'g complex, leaving iron in solution.

45 shown in Example 7.6.2 , we can judge a masking agent’s effectivenass by considering the relevant equilibrium constants,

+ Example 7.6.2

Show that CN- is an appropriate masking agent for NiZ* in 2 method where nickel's complexation with EDTA is an interference.

Solution
The relevant reactions and formation constants are
Ni*'(ag) + Y* (ag) = NiY* (ag) K; =42 x10"
Ni?' (ag) + 4ON" (ag) = Ni(CN)? (ag) f, = 1.7 x 10™

where ¥+ is an abbreviation for EDTA. Cyanide is an appropriate masking agent because the formation constant for M(CN)E is greater than that for the Ni—-
EDTA complex. In fact, the equilibrium constant for the reaction in which EDTA displaces the masking agent
Ni(CN); (ag) + Y* (ag) = NiY* (ag) +4CN (ag)

K, 42x10%
T B LT x10®

is sufficiently small that Ni(CN)i is relatively inert in the presence of EDTA.

? Bxerdise 7.6.2

Use the formation constants in Appendix 12 to show that 1,10-phenanthroline is a suitable masking agent for Fe?™ in the presence of Fe®*, Use a ladder diagram
to define any limitations on using 1,10-phenanthroline as a masking agent. See Chapter 6 for 2 review of ladder diagrams.

=25 10 2

Answer

The relevant reactions and equilibrium constants are

Fc*' (ag) + 3phen(ag) = Fe(phen)?'(ag) fy =5 x 10
Fc*' (ag) + 3phen(ag) = Fe(phen)}' (ag) fs =6 x 10

where phen is an abbreviation for 1,10-phenanthroline. Because fj is larger for the complex with Fe2* than it is for the complex with Fe3*,1,10-
phenanthroline will bind Fe2* before it binds Fe?*. A ladder diagram for this system (as shown below) suggests that an equilibrium p(phen) between 5.6 and
5.9 will fully complex Fe?* without any significant formation of the Fe(phen)j' complex. Adding a stoichiometrically equivalent amount of 1,10-phenanthroline
to a solution of Fe2* is sufficient to mask Fe2* in the presence of Fe*, A large excess of 1,10-phenanthroline, however, deaeases p(phen) and allows for the
formation of both metal-ligand complexes.

F![ﬂhanﬁ'
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Separations Based on a Change of State

Because an analyte and its interferent are usually in the same phase, we can achieve a separation if one of them undergoes a change in its physical state or its
chemical state.

Changes in Physical State

When the analyte and the interferent are miscible liquids, separation by distillation is possible if their boiling points are significantly different. Figure 7.6.5 shows
the progress of 2 distillation as a plot of temperature versus the composition of mixture’s vapor-phase and liguid-phase. The initial liguid mixture (point A), contains
more interferent than analyte. When this solution is brought to its boiling point, the vapor phase in equilibrium with the liquid phase is enriched in analyte (point B).
The horizontal line that connects points A and B represents this vaporization equilibrium, Condensing the vapor phase at point B, by lowering the temperature,
creates a new liquid phase with 2 composition identical to that in the vapor phase (point C). The vertical ling that connects points B and C represents this
condensation equilibrium. The liquid phase at point C has a lower boiling point than the original mixture, and is in equilibrium with the vapor phase at point D. This
process of repeated vaporization and condensation gradually separates the analyte and the interferent.

Vapor Phase

Temperature

Liquid Phase

100 Mole % Analyte 0

Figure 7.6.5 . Boiling point wersus composition diagram for a near-ideal solution consisting of a low-boiling analyte and a high-boiling interferent. The horizontal lines
reprasent vaporization equilibriz and the vertical lines represent condensation equilibria. See the text for additional details.
Two experimental set-ups for distillations are shown in Figure 7.6.6 . The simple distillation zpparatus shown in Figure 7.6.6 a is useful only for separating a volatile
analyte (or interferent) from 2 non-volatile interferent (or analyte), or for separating an analyte and an interferent whose boiling points differ by more than 150°C. A
more efficient separation is achieved using the fractional distillation apparatus in Figure 7.6.6 b. Packing the fractionating column with a high surface area material,
such as a steel sponge or glass beads, provides maore opportunity for the repeated process of vaporization and condensation necessary to effect 2 complete
separation.

cooling water

vacuum inlet

sublimation

hamb
cnamber sublimed analyte

crude sample

heat

Figure 7.6.7 . Typical experimental set-up for 2 sublimation. The sample is placed in the sublimation chamber, which can be evacuated. Heating the sample causes the
analyte to vaporize and sublime onto the cold finger, which is cooled using cold water.

Recrystallization is another methed for purifying a solid. A solvent is chosen in which the analyte’s solubility is significant when the sclvent is hot and minimal
when the solvent is cold. The interferents must be less soluble in the hot solvent than the analyte or present in much smaller amounts. After heating a portion of
the solvent in an Erlenmeyer flask, small ameunts of sample are added until undissolved sample is visible, Additional hot solvent is added until the sample
redissolves, or until enly insoluble impurities remain. This process of adding sample and solvent is repeated until the entire sample is added to the Erlenmeyer flask.
Any insoluble impurities are removed by filtering the hot solution. The solution is allowed to cool slowly, which promotes the growth of large, pure crystals, and then
cooled in an ice bath to minimize sclubility losses. The purified sample is isolated by filtration and rinsed to remove any soluble impurities. Finally, the sample is
dried to remove any remaining traces of the solvent. Further purification, if necessary, is accomplished by additional recrystallizations.

Changes in Chemical State

Distillation, sublimation, and recrystallization use a change in physical state to effect a separation. Chemical reactivity also is a useful tool for separating analytes
and interferents. For example, we can separate Si0; from a sample by reacting it with HF te form SiF,. Because SiF, is volatile, it is easy to remove by evaporation.
If we wish to collect the reaction’s volatile product, then a distillation is possible. For example, we can isolate the NH; in a sample by making the solution basic and
convarting it to NHz. The ammonia is then removed by distillation. Table 7.6.4 provides additional examples of this approach for isolating inorganic ions.

Table 7.6.4 . Examples of Using a Chemical Reaction and a Distillation to Separate an Inorganic Analyte From Interferents

analyte treatment isolated species
co? CO?Y (ag) + 2H;0" (ag) — CO4(g) + 3H,0(1) €o;
NH; NH; (aq) + OH (aq) — NH(aq) + H20(1) NH;

S0, SO} (ag) +211,0" (ag) > S04(g) + 31L,O() 502

s §%" (ag) + 2H,0" (ag) — H,S(g) + 2H,0(1) HS
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Another reaction for separating analytes and interferents is precipitation. Two important examples of using a precipitation reaction in a separation are the pH-
dependent solubility of metal exides and hydroxides, and the pH-dependent solubility of metal sulfides.

Separations based on the pH-dependent solubility of oxides and hydroxides usually use a strong acid, a strong base, or an NHs/NH4Cl buffer to adjust the pH. Most
metal oxides and hydroxides are soluble in hot concentrated HNO3, although a few oxides, such as W03, Si0z, and SnOz remain insoluble even under these harsh
conditions. To determine the amount of Cu in brass, for example, we can avoid an interference from Sn by dissolving the sample with a strong acid and filtering to
remove the solid residue of SnO;,

Most metals form a hydroxide precipitate in the presence of concentrated NaOH. Those metals that form ampheoteric hydroxides, however, do not precipitate
because they react to form higher-order hydroxo-complexes. For example, Zn?* and A** do not precipitate in concentrated NaOH because they form the soluble
complexes Zn(OH); and Al(OH); . The solubility of A** in concentrated NaOH allows us to isolate aluminum from impure samples of bauxite, an ore of Al,05.
After crushing the ore, we place it in a solution of concentrated NaOH, dissolving the Al, 05 and forming AI(OH), . Other oxides in the ore, such as Fe,0; and Si0;,
remain insoluble. After filtering, we recover the aluminum as a precipitate of Al(OH)z by neutralizing some of the OH™ with acid.

The pH of an NHz/NH4Cl buffer (pk; = 9.26) is sufficient to precipitate most metals as the hydroxide. The alkaline earths and alkaline metals, however, do net
precipitate at this pH. In addition, metal ions that form soluble complexes with NH5, such as Cu*, Zn?*, Ni**, and Co®* also do not precipitate under these
conditions.

The use of $%” as a precipitating reagent is one of the earliest examples of a separation technigue. In Fresenius's 1881 text A System of Instruction in Quantitative
Chemical Analysis, sulfide frequently is used to separate metal ions from the remainder of the sample's matrix [Fresenius. C. R. A System of Instruction in
Quantitative Chemical Analysis, John Wiley and Sons: New York, 1881]. Sulfide is 3 useful reagent for separating metal ions for two reasons: (1) most metal ions,
except for the alkaline earths and alkaline metals, form insoluble sulfides; and (2) these metal sulfides show a substantial variation in selubility. Because the
concentration of 5% is pH-dependent, we can control which metal ions precipitate by adjusting the pH. For example, in Fresenius’s gravimetric procedure for the
determination of Niin ore samples (see Figure 1.1.1 for a schematic diagram of this procedure), sulfide is used three times to separate Co®* and Ni®* from Cu®*™
and, to a lesser extent, from Ph2™.

Separations Based on a Partitioning Between Phases

The most important group of separation techniques uses a selective partitioning of the analyte or interferent between two immiscible phases. If we bring a phase
that contains the solute, S, into contact with a second phase, the solute will partition itself between the two phases, as shown by the following equilibrium reaction.

5 phase1 = 5 phase (7.6.1)
The equilibrium constant for reaction 7.6.1
5
Ko — [Sptiase 2]
[ Spnase 1]

is called the distribution constant or the partition coefficient. If Ky is sufficiently large, then the solute moves from phase 1 to phase 2. The solute will remain in
phase 1 if the partition coefficient is sufficiently small. When we bring a phase that contains two solutes into contact with a second phase, a separation of the
solutes is possible if Kp is favorable for only one of the solutes. The physical states of the phases are identified when we describe the separation process, with the
phase that contains the sample listed first. For example, if the sample is in a liquid phase and the second phase is a solid, then the separation involves liquid—solid
partitioning.

Extraction Between Two Phases

We call the process of moving a species from one phase te another phase an extraction. Simple extractions are particularly useful for separations where only one
component has a favorable partition coefficient. Several important separation technigues are based on a simple extraction, including liquid-liquid, liquid—solid, solid—
liquid, and gas—solid extractions.

Liquid-Liquid Extractions

A liguid-liquid extraction usually is accomplished using a separatory funnel (Figure 7.6.8 ). After placing the two liquids in the separatory funnel, we shake the
funnel to increase the surface area between the phases. When the extraction is complete, we allow the liquids to separate. The stopcock at the bottom of the
separatery funnel allows us to remove the two phases,

&)

Figure 7.6.8 . Example of 2 liguid-liquid extraction using a separatery funnel. () Before the extraction, 100% of the analyte is in phase 1. (b) After the extraction, most
of the analyte is in phase 2, although some analyte remains in phase 1. Although one liquid-liquid extraction can result in the complete transfer of analyte, a single
extraction usually is not sufficient. See Chapter?.7 for a discussion of extraction efficiency and multiple extractions.

We also can carry out a liquid—liquid extraction without a separatory funnel by adding the extracting solvent to the sample’s container. Pesticides in water, for
example, are preserved in the field by extracting them into a small volume of hexane. A liguid-liquid microextraction, in which the extracting phase is a 1-pL drop
suspended from a microsyringe (Figure 7.6.9 ), also has been described [Jeannot, M. A.; Cantwell, F. F. Anal. Chem. 1997, 69, 235-239]. Because of its
importance, a more thorough discussion of liquid-liquid extractions is in Chapter?.7.
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In a solid phase extraction of a liquid sample, we pass the sample through a cartridge that contains a solid adsorbent, several examples of which are shown in
Figure 7.6.10 . The choice of adsorbent is determined by the species we wish to separate. Table 7.6.5 provides several representative examples of solid adsorbents

and their applications.

Figure 7.6.10 . Selection of solid phase extraction cartridges for liquid samples. The solid adsorbent is the white or black material in each cartridge. From left-to-right, the
absorbent materials are octadecylsilane, carbon, octadecylsilane, polyamide resin, and diol; see Table 7.6.5 for additional details. The size of the cartridges dictates the
volume of sample used; from left-to-right, these cartridges use samples of 1 mL, 3 mL, 6 mL, 3 mL, and 1 mL.

Table 7.6.5 . Representative Adsorbents for the Solid Phase Extraction of Liquid Samples

absorbent structure properties and uses
« retains low to moderate polarity species from
silica —Si—OH organic matrices
| . fat soluble vitamins, steroids
I S|i—/\/NH2 . retains polar compounds
aminopro —
L | . carbohydrates, organic acids
| CN « retains wide variety of species from agueous
cyanopropyl —Si—/\/ and organic matrices
| . pesticides, hydrophobic peptides
| OH » retains wide variety of species from agueous
diol —Siw\/OH and organic matrices

proteins, peptides, fungicides

retains hydrophobic species from agueous

matrices
octadecyl (C-18) —CygHa7
« caffeine, sedatives, polyaromatic hydrocarbon:
carbohydrates, pesticides
octyl (C-8) —CgHy7 . similar to C-18

As an example, let’s examine a procedure for isolating the sedatives secobarbital and phenobarbital from serum samples using a C-18 solid adsorbent [Alltech
Associates Extract-Clean SPE Sample Preparation Guide, Bulletin 83]. Before adding the sample, the solid phase cartridge is rinsed with 6 mL each of methanol and
water. Next, a 500-pL sample of serum is pulled through the cartridge, with the sedatives and matrix interferents retained following a liquid—solid extraction (Figure
7.6.11 a). Washing the cartridge with distilled water removes any interferents (Figure 7.6.11 b). Finally, we elute the sedatives using 500 pL of acetone {Figure
7.6.11 c). In comparison to a liquid-liquid extraction, a solid phase extraction has the advantage of being easier, faster, and requires less solvent.

interferent & analyte ®+

Wash the Sample
to Remove Interferents

(b)

Elute the Analytes

Figure 7.6.11 ., Steps in a typical solid phase extraction. After preconditioning the solid phase cartridoe with solvent, (a) the sample is added to the cartridge, (b) the
sample is washed to remove interferents, and (c) the analytes are eluted.
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Continuous Extractions

An extraction is possible even if the analyte has an unfaveorable partition coefficient, provided that the sample’s other components have significantly smaller partition
coefficients, Because the analyte's partition coefficient is unfaverable, a single extraction will not recover all the analyte. Instead we continuously pass the extracting
phase through the sample until we achieve a quantitative extraction.

A continugus extraction of a solid sample is carried out using a Soxhlet extractor (Figure 7.6.12 ). The extracting solvent is placad in the lower reservoir and
heated to its boiling point. Solvent in the vaper phase moves upward through the tube on the far right side of the apparatus, reaching the condenser where it
condenses back to the liquid state. The solvent then passes through the sample, which is held in a porous cellulose filter thimble, collecting in the upper reserveir.
When the solvent in the upper reserveir reaches the return tube’s upper bend, the solvent and extracted analyte are siphoned back to the lower reservoir. Over time

the analyte’s concentration in the lower reservoir increases.

water-cooled
condenser

sample
thimble

upper
TEServoir

lower
reservoir

Figure 7.6,12 . Soxhlet extractor. See text for details,

Microwave-assisted extractions have replaced Sexhlet extractions in some applications [Renoe, B. W. Am. Lab August 1994, 34-40]. The process is the same as
that described earlier for a microwave digestion. After placing the sample and the solvent in a sealed digestion vessel, a microwave oven is used to heat the
mixture, Using a sealed digestion vessel allows the extraction to take place at a higher temperature and pressure, reducing the amount of time needed for a
quantitative extraction. In a Soxhlet extraction the temperature is limited by the solvent’s boiling peint at atmospheric pressure. When acetone is the solvent, for

example, a Soxhlet extraction is limited te 56°C, but a microwave extraction can reach 150°C.

Two other continuous extractions deserve mention. Volatile organic compounds (VOCs) can be quantitatively removed from a liquid sample by a liquid-gas
extraction. As shown in Figure 7.6.13, an inert purging gas, such as He, is passed through the sample. The purge gas removes the VOCs, which are swept to a
primary trap where they collect on a solid absorbent. When the extraction is complete, the VOCs are removed from the primary trap by rapidly heating the tube
while flushing with He. This technique is known as a purge-and-trap. Because the analyte’s recovery may not be reproducible, an internal standard is required for

quantitative work.

primary
adsorbent
trap

secondary
sample adsorbent
trap

purge gas

Figure 7.6.12 . Schematic diagram of a purge-and-trap system for extracting volatile znalytes. The purge gas releases the analytes, which subsegquently collect in the
primary adsorbent trap. The secondary adsorption trap is monitored for evidence that the primary trap’s capacity to absorb analyte is exceeded,
Continuous extractions also can be accomplished using supercritical fluids [Mchally, M. E. 4nal. Chem. 1995, 67, 3084-315A]. If we heat a substance above its
critical temperature and pressure it forms a supercritical fluid whose properties are between those of a gas and a liquid. A supercritical fluid is a better solvent
than a gas, which makes it a better reagent for extractions. In addition, a supercritical fluid’s viscosity is significantly less than that of a liquid, which makes it easier
to push it through a particulate sample. One example of a supercritical fluid extraction is the determination of total petroleum hydrocarbons (TPHs) in soils,
sediments, and sludges using supercritical CO; ["TPH Extraction by SFE,” ISCO, Inc. Lincaln, NE, Revised Nov. 1992]. An approximately 3-g sample is placed in a 10-
mL stainless steel cartridge and supercritical CO; at a pressure of 340 atm and a temperature of 80°C is passed through the cartridge for 30 minutes at flow rate of
1-2 mL/min. To collect the TPHs, the effluent from the cartridge is passed through 3 mL of tetrachloroethylene at room temperature. At this temperature the CO;

reverts to the gas phase and is released to the atmosphere.

Chromatographic Separations

In an extraction, the sample originally is in one phase and we extract the analyte or the interferent into a second phase. We also can separate the analyte and
interferents by continuously passing one sample-free phase, called the mobile phase, over a second sample-free phase that remains fixed or stationary. The sample
is injected into the mobile phase and the sample’s components partition themselves betwean the mobile phase and the statienary phase. Those components with
larger partition coefficients are more likely to move into the stationary phase and take longer time to pass through the system. This is the basis of all
chromatographic separations. Chromatography provides both a separation ef analytes and interferents, and a means for performing a qualitative or quantitative

analysis for the analyte. For this reason a more thorough treatment of chromatography is found in Chapter 12.
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7.7: Liquid-Liquid Extractions

A liguid-liquid extraction is an important separation technigue for envirenmental, dinical, and industrial laboratories. A standard envirenmental analytical method
illustrates the impertance of liquid—liquid extractions. Municipal water departments routinely monitor public water supplies for trihalomethanes (CHCl5, CHBrCl,,
CHBrzCl, and CHBrs) because they are known or suspected carcinogens. Before their analysis by gas chromatography, trihalomethanes are separated from their

agueous matrix using a liquid-liquid extraction with pentans ["The Analysis of Trihalomethanes in Drinking Water by Liguid Extraction,"EPAMethod501.2 (EPA 500-
Series, November 1979)].

The Environmental Protection Agency (EPA) also publishes two additional methods for trinalomethanes. Method 501.1 and Method 501.3 use a purge-and-trap to
collect the trihalomethanes prier to a gas chromategraphic analysis with a halide-specific detector (Method 501.1) or a mass spectrometer as the detector
(Method 501.3). You will find more details about gas chromatography, including detectors, in Chapter 12,

In a simple liquid-liguid extraction the solute partitions itself between two immiscible phases. One phase usually is an agueous solvent and the other phase is an
organic solvent, such as the pantane used to extract trihalomethanes from water. Because the phases are immiscible they form twe layers, with the denser phase
on the bettom. The sclute initially is present in one of the two phases; after the extraction it is present in both phases. Extraction efficiency—that is, the
percentage of solute that moves from one phase to the other—is determined by the equilibrium constant for the selute’s partitioning between the phases and any
other side reactions that invelve the solute, Examples of other reactions that affect extraction efficiency include acid—base reactions and complexation reactions.

Partition Coefficients and Distribution Ratios

As we learned earlier in this chapter, a solute’s partitioning between two phases is described by a partition coefficient, Ap. If we extract a solute from an aqueous
phase into an organic phase

Sag = Sorg
then the partition coefficient is
[SO'E]
Kp =
[Sag]

A large value for Kp indicates that extraction of selute into the erganic phase is favorable.
To evaluate an extraction’s efficiency we must consider the solute's total concentration in each phase, which we define as a distribution ratio, D.
S,
D— [Sorgl tota
[Sﬂq‘] total
The partition coefficient and the distribution ratio are identical if the solute has only one chemical form in each phase; however, if the solute exists in more than one
chemical form in either phase, then &g and D usually have different values. For example, if the solute exists in two forms in the agueous phase, 4 and B, only one
of which, 4, partitions between the two phases, then
s e[Sl
[Sag) 4 + [Sag 5 (Sag| 4

This distinction between Kp and D is important. The partition coefficient is a thermodynamic equilibrium censtant and has a fixed value for the solute’s partitioning
between the two phases. The distribution ratio’s value, however, changes with solution conditions if the relative amounts of 4 and B change. If we know the solute's
equilibrium reactions within each phase and between the two phases, we can derive an algebraic relationship between & and D.

Liquid-Liquid Extraction With No Secondary Reactions
In a simple liquid—liquid extraction, the only reaction that affects the extraction efficiency is the solute’s partiioning between the two phases (Figure 7.7.1 ).

organic phase

Sor’g

Figure 7.7.1 , Scheme for 2 simple liquid-liguid extraction in which the solute’s partitioning depends only on the &g equilibrium.

In this case the distribution ratic and the partition coefficient are equal.

[SWH] total [Sorg]
P Bdom " Bl

Let’s assume the solute initially is present in the aqueous phase and that we wish to extract it into the organic phase. A conservation of mass requires that the
males of solute initially present in the aqueous phase equal the combined moles of solute in the agueous phase and the organic phase after the extraction.

(7.7.1)

(mol Sgg)y = (mol Sag); + (mol Sprg)y (7.7.2)

where the subscripts indicate the extraction number with 0 representing the system before the extraction and 1 the system follewing the first extraction. After the
extraction, the solute’s concentration in the agueous phase is

mol S
(Suy = {20 Sl (773)
g
and its concentration in the organic phase is
(mol S,,,)
[Sorgly = ——— (7.7.4)
arg

where V;; and Vo, are the volumes of the aqueous phase and the organic phase. Solving Equation 7.7.2 for {(mol S,.5); and substituting into Equation 7.7.4 leave
us with

(mol Sg,), — (mol Sy,),

[Sorgl; = Vira

(7.7.5)
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Substituting Equation 7.7.3 and Equation 7.7.5 into Equation 7.7.1 gives

(mal Sog )y —(mol Sag)
b — v,  (mol Syg)y x Vg — (mol Sy, x Vag
(mol 5.) (mol Say); % Vorg
Var

Rearranging and solving for the fraction of solute that remains in the aqueous phase after one extraction, (gag)y, gives

 (mol Sa), Vay

(gan)s = (a1 Sag)y  DVerg + Vag

(7.7.6)

The fraction present in the organic phase after one extraction, (qug)s. i

(mol Surg), DV,

arg

I it 2 . B
(org)y (mel S,), (gaq), DVorg + Veg

Example 7.7.1 shows how we can use Equation 7.7.6 to calculate the efficiency of a simple liquid-liquid extraction.

+ Example 7.7.1

A solute has a kg between water and chloroform of 5.00. Suppose we extract a 50.00-mL sample of 3 0.050 M agueous solution of the solute using 15.00 mL of
chloroform. (a) What is the separation’s extraction efficiency? (b) What volume of chloroform do we need if we wish to extract 99.9% of the solute?

Solution
For a simple liquid-liquid extraction the distribution ratio, D, and the partition coefficient, Kp, are identical.
(a) The fraction of solute that remains in the agueous phase after the extraction is given by Equation 7.7.6.

), - Y 50.00 mL B
Ba1 )t = DV + Vag  (5.00)(15.00 mL) + 5000 mL

0.400

The fraction of solute in the organic phase is 1-0.400, or 0.600. Extraction efficiency is the percentage of solute that moves into the extracting phase; thus, the
extraction efficiency is 60.0%.

(b) To extract 99.9% of the solute (g.); must be 0.001. Solving Equation 7.7.6 for V-, and making appropriate substitutions for (g,g); and V4 gives

Vog — Va 50.00 mL — (0.001)(50.00 mL
Vorg = ‘og — (g )1 Vag _ ( ) }=999m1.
(Gag ), D (0.001)(5.00 mL)

This is large volume of chloroform. Clearly, a single extraction is not reasonable under these conditions.

In Example 7.7.1, a single extraction provides an extraction efficiency of only 60%. If we carry out a second extraction, the fraction of solute remaining in the
aqueous phase, (a2, i5

(mol 5,,), Vag

(gaa)2 = oy Sy DVg 1V,

ag

If Vg and V., are the same for both extractions, then the cumulative fraction of solute that remains in the aqueous layer after two extractions, (Q@yg),, is the
product of (gag)1 and (gag)z, or

- (mol Say)

2 - V“q :
TR () * (s — (z72)

(Qu)s T

In general, for a series of nidentical extractions, the fraction of analyte that remains in the agueous phase after the last extraction is

Vag n
(Qag), = (m} (7.7.7)

v Bample 7.7.2

For the extraction described in Example 7.7.1 , determine (a) the extraction efficiency for two identical extractions and for three identical extractions; and (b) the
number of extractions required to ensure that we extract 29.9% of the solute.

Solution

(a) The fraction of solute remaining in the aqueous phase after two extractions and three extractions is

50.00 mL 2

(Qao)p = ({5.00}[15,00 mL) + 50.00 mL) ~ 0100
50.0 mL #

(Qaa)s = ( (5.00)(15.00 mL) + 50.00 mL) = 0.0640

The extraction effidencies are 84.0% for two extractions and 93.6% for three extractions.

(b) To determine the minimum number of extractions for an efficiency of 99.9%, we set (Q,g), to 0.001 and solve for n using Equation 7.7.7.

50.00 mL
(5.00)(15.00 mL) + 50.00 mL

0.001 = ( )’1 — (0.400)"

Taking the log of both sides and solving for n

log(0.001) — n log(0.400)
n = 7.54

we find that a minimum of eight extractions is necessary.
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? Exercise 7.7.1

To plan a liguid-liquid extraction we need to know the solute’s distribution ratio between the two phases. One approach is to carry out the extraction on a
solution that contains a known amount of solute. After the extraction, we isolate the organic phase and allow it to evaporate, leaving behind the solute. In one
such experiment, 1.235 g of a solute with a molar mass of 117.3 g/mol is disselved in 10.00 mL of water. After extracting with 5.00 mL of toluene, 0.889 g of the
solute is recovered in the organic phase. (a) What is the solute’s distribution ratio between water and toluene? (b) If we extract 20.00 mL of an agueous selution
that contains the solute using 10.00 mL of toluene, what is the extraction efficiency? (c) How many extractions will we need to recover 99.9% of the solute?

Answer

(a) The solute’s distribution ratio between water and toluene is

1 mol 1
e [Sorg] 0-889 8 % {w3: * Gom0E —
[Sag] (12355 0.889g) x 111;—";'! X o
(b} The fraction of solute remaining in the aqueous phase after one extraction is
(do), — = 20.00 mL. ~0.280
1 DV +Vay  (5.14)(10.00 mL) + 20.00 mL
The extraction efficiency, therefore, is 72.0%.
(c) To extract 99.9% of the solute requires
20.00 mL "
(Qag),, = 0.001 = ( ) — (0.280)"
(5.14)(10.00 mL) + 20.00 mL

log(0.001) = nlog(0.280)
n=>54

a minimum of six extractions.

Liquid-Liquid Extractions Involving Acid-Base Equilibria

As we see in Equation 7.7.1, in a simple liquid-liquid extraction the distribution ratio and the partition coeffidient are identical. As a result, the distribution ratio does
not depend on the composition of the aqueous phase er the organic phase. A change in the pH of the agueous phase, for example, will not affect the solute’s
extraction efficiency when &g and D have the same value.

If the solute participates in ene or more additional equilibrium reactions within a phase, then the distribution ratie and the partition coefficient may not be the same.
For example, Figure 7.7.3 shows the equilibrium reactions that affect the extraction of the weak acid, HA, by an organic phase in which ienic species are not soluble.

organic phase

HArg

Figure 7.7.3 . Scheme for the liquid-liquid extraction of a weak acid, HA. Although the weak acid is soluble in bath phases, its conjunate weak base, A~, is soluble in the

agueous phase only. The K reaction for HA, which is called 2 secondary equilibrium reaction, affects weak acid's extraction efficiency because it determines the
relative abundance of HA in solution.

In this case the partition coefficient and the distribution ratio are

(A,
[HAq|

b Bl [HAL)

= = — (7.7.9)
[HAu] e HAg| + [A,]

Because the position of an acid—base equilibrium depends on pH, the distribution ratio, D, is pH-dependent. To derive an equation for O that shows this

dependence, we begin with the acid disseciation constant for HA.

Kp

(7.7.8)

o] (AL
Ky — M (7.7.10)

[HA|

Solving Equation 7.7.10 for the concentration of A™ in the agueous phase

_ K, x [H-Aoq]

N AR
[ 3 w}

and substituting into Equation 7.7.9 gives

b [HAw)

KA
(HA| + =

g
Factoring [HA..] from the denominator, replacing [HA ., J/[HA, ;] with kg (Equation 7.7.8), and simplifying leaves us with the following relationship between the
distribution ratio, D, and the pH of the agueous solution.

Ko 80

~ 0L+ K (7.7.11)

126



Analytical Chemistry - AIU

v Example 7.7.3

An acidic solute, HA, has a & of 1.00 x 10 ® and a K between water and hexane of 3.00. Calculate the extraction efficiency if we extract a 50.00 mL sample of
a 0.025 M agueous solution of HA, buffered to a pH of 3.00, with 50.00 mL of hexane. Repeat for pH levels of 5.00 and 7.00.

Solution
When the pH is 3.00, [HgO;'q,] is 1.0 x 103 and the distribution ratio is

(3.00) (1.0 x 10-%)

-_—— =207
1.0 107 +1.00 x 10~
The fraction of solute that remains in the aqueous phase is
50.00 mL
(Qag); = =0.252
(2.97)(50.00 mL) + 50.00 mL

The extraction efficiency, therefore, is almost 75%. The same calculation at a pH of 5.00 gives the extraction efficiency as 60%. At a pH of 7.00 the extraction
efficiency is just 3% .

The extraction efficiency in Example 7.7.3 is greater at more acidic pH levels because HA is the solute’s predominate form in the aqueous phase. At a more basic pH,
where A” is the solute’s predominate form, the extraction efficiency is smaller. A graph of extraction efficiency versus pH is shown in Figure 7.7.4 . Note that
extraction efficiency essentially is independent of pH for pH levels more acidic than the HA's p&;, and that it is essentially zero for pH levels more basic than HA's
PK,. The greatest change in extraction efficiency eccurs at pH levels where both HA and A™ are predominate species. The ladder diagram fer HA along the graph’s x-

axis helps illustrate this effect.

Extraction Efficiency
8 &

(=]

2 4 6 8 10 12
pH
Figure 7.7.4 . Plot of extraction efficiency versus pH of the aqueous phase for the extraction in Example 7.7.3 . A ladder dizgram for HA is superimposed along the x-axis,

which divides the pH scale into regions where HA and A~ are the predominate agueocus phase species. The greatest change in extraction efficiency occurs as the pH
moves through HA's buffer region.

Exercise 7.7.2

The liguid-liquid extraction of the weak base B is governed by the following equilibrium reactions:

B(ag) — B(org) Kp—5.00
B(ag) + HyO(l) < OH (ag) + HB" (aq) Kj —1.0x 10!

Derive an equation for the distribution ratie, D, and calculate the extraction efficiency if 25.0 mL of a 0.025 M solution of B, buffered to a pH of 9.00, is extracted
with 50.0 mL of the organic selvent.

Answer

Liquid-Liquid Extraction of a Metal-Ligand Complex

One important application of a liquid-liquid extraction is the selective extraction of metal iens using an organic ligand. Unfortunately, many organic ligands are not
very soluble in water or undergo hydrolysis or oxidation reactions in aqueous solutions. For these reasons the ligand is added to the organic solvent instead of the
agueous phase. Figure 7.7.5 shows the relevant equilibrium reactions (and equilibrium constants) for the extraction of M™ by the ligand HL, including the ligand's
extraction into the agueous phase (Kp,uL), the ligand'’s acid dissociation reaction (A%), the formation of the metal-ligand complex (f5), and the complex’s extraction
inte the erganic phase (Koo

organic phase

(Mg

Figure 7.7.5 . Scheme for the liquid—liquid extraction of a metal ion, M™, by the ligand L~. The ligand initially is present in the organic phase as HL. Four equilibrium
reactions are needed to explain the extraction efficency.

If the ligand's concentration is much greater than the metal ien’s concentration, then the distribution ratio is

B Bnfp,o(Ka)" (Crm)" (7.7.12)

(K.Y [H2O']" + Ba(Ka)" (Con)"

where Gy_is the ligand's initial concentration in the organic phase. As shown in Example 7.7.4 , the extraction efficiency for metal iens shows a marked pH
dependency.
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v Bample 7.7.4

A liquid-liquid extraction of the divalent metal ion, M**, uses the scheme outlined in Figure 7.7.5 . The partition coefficients for the ligand, Kp ., and for the
metalHigand complex, Kpc, are 1.0 x 104 and 7.0 = 104, respectively. The ligand's acid dissociation constant, &3, is 5.0 x 10~°, and the formation constant for
the metal-ligand complex, Ba, is 2.5 x 10°. What is the extraction efficiency if we extract 100.0 mL of a 1.0 x 10~® M aqueous solution of MZ*, buffered to a pH
of 1.00, with 10.00 mL of an erganic solvent that is 0.1 mM in the chelating agent? Repeat the calculation at a pH of 3.00.

Solution

When the pH is 1.00 the distribution ratio is

(2.5 x 10%9) (7.0 x 104) (5.0 x 10°)* (1.0 x 104)?
(1.0 x 109)%(0.10)2 + (2.5 x 10%) (5.0 > 10-%)7 (1.0 x 10-4)?

or a D of 0.0438. The fraction of metal ion that remains in the aqueous phase is

100.0 mL N
(0.0438)(10.00 mL) + 100.0 mL

(Qag)y = 0.996

At a pH of 1.00, we extract only 0.40% of the metal into the organic phase. Changing the pH to 3.00, however, increases the extraction efficiency to 97.8%.
Figure 7.7.6 shows how the pH of the aqueous phase affects the extraction efficiency for M2*.

s 00 ® O
o o o o

o
o

Extraction Efficiency

o

pH
Figure 7.7.5 . Plot of extraction efficiency versus pH for the extraction of the metal ion, M2*, in Example 7.7.4 .

One advantage of using a ligand to extract a metal ion is the high degree of selectivity that it brings to a liquid-liquid extraction. As seen in Figure 7.7.6 , a divalent
metal ion's extraction efficiency increases from approximately 0% to 100% over a range of 2 pH units. Because a ligand’s ability to form a metal-ligand complax
wvaries substantially from metal ion to metal ion, significant selectivity is possible if we carefully control the pH. Table 7.7.1 shows the minimum pH for extracting
99% of a metal ion from an aqueous solution using an equal volume of 4 mM dithizone in CCla.

Table 7.7.1 . Minimum pH for Extracting 99% of an Agueous Metal Ton Using 4.0 mM Dithizene in CClLy Vi, = Vi

metal ion minimum pH
Hg®* -8.7
Ag* -17
cu* 0.8
e 0.9
> 2.3
cd> 36
Co?™ 3.6
P2+ 4.1
NiZ* 6.0
T 8.7

Using Table 7.7.1 , explain how we can separate the metal ions in an agueous mixture of Cu?”, Cd®*, and NiZ* by extracting with an equal volume of dithizone in
CCls.

Solution

From Table 7.7.1 , 3 quantitative separation of Cu®* from Cd2* and from Ni** is possible if we acidify the aqueous phase to a pH of less than 1. This pH is greater
than the minimum pH for extracting Cu?* and significantly less than the minimum pH for extracting either Cd2* or Ni%*, After the extraction of Cu?* is complete,
we shift the pH of the agueous phase to 4.0, which allows us to extract Cd** while leaving Ni** in the agueous phase.
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