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1. [bookmark: _Toc114661243]INTRODUCTION

The shift toward more open commerce between nations throughout the world has been one of the most notable shifts to the global economy since 1980. Mexico, India, Poland, Turkey, Ghana, Morocco, and Spain, to name but a few, have all made the decision to unilaterally liberalize their trade policies. Chile also made this decision in the 1970’s. The Uruguay Round of international trade negotiations, which were successfully concluded in 1994 under the auspices of the General Agreement on Tariffs and Trade (GATT), further liberalized trade between many industrialized countries as well as between them and developing ones. Politically, this global "rush to free trade," as described by Rodrik (1994), is unusual. "Since the early 1980s, developing countries have rushed to free trade as if it were the Holy Grail of economic prosperity," he writes, (1994:62). These advances reflect a true revolution in policymaking, especially when combined with the historic restructuring and openness of the Eastern European economy. Why is it happening now and in so many nations at once is a mystery. This essay's goal is to determine whether and how the theories we currently have about trade policy can solve this conundrum.

There is a wealth of academic literature on global trade. Recent studies by economists like Reizman & Wilson (1995), Rodrik (1995), and political scientists like Cohen (1990), Lake (1993), show that both economists and political scientists have made significant contributions to it. But they typically take different tactics. The explanation of trade flows has been the attention of economists. The main concern for them has been why certain countries import and export specific items or services to particular other countries. This subject is covered in great detail in the theory of international trade; for instance, the Heckscher-Ohlin theorem, one of its main tenets, explains trade flows. Trade barriers are a topic that economists have focused on as well. Free trade is generally the optimal course of action for most countries, according to the dominant theoretical conclusion in the area. Therefore, given this fact, economists have questioned why nations consistently implement at least some protectionist policies. They frequently query why nations defend particular industries when free trade would be more advantageous from an economic standpoint. Their response has mostly centered on how domestic actors desire to be protected. They have investigated the reasons why particular domestic groups would choose protection and why they would spend money lobbying for it using the Stopler-Samuelson theorem and other economic theories. This led to the creation of recent models of such protection as well as a significant empirical literature examining levels of protection across industries. 

Political scientists, on the other hand, have infrequently concentrated on describing the structure of trade flows. The political foundations of international import and export flows have only recently been studied. Political scientists have had a tendency to view protection as the norm, which has left them perplexed as to why a nation would ever liberalize its trade laws or switch to free trade. Politically speaking, protectionism seems to make perfect sense. Political scientists have focused on elucidating both protectionist and free trade policies, as well as how they have evolved through time. In fact, the theories that were in vogue in the 1970s and the first part of the 1980s would have predicted the reverse of the haste towards free trade. Many systemic theories, like hegemonic stability and dependence theory, seemed to foresee rising protectionism in the global economy, as I demonstrate below. This means that the drive for free trade has surprised many political scientists.

In this article, I examine four groups of problems that are crucial to comprehending trade politics. What do we know about domestic groups' preferences for protection or free trade, first? Why do certain organizations support protection while others support free trade? Changes in these preferences over time? In that case, why? Can shifting preferences be used to explain the haste of free trade? Second, what impact do political institutions have on how players' choices are turned into policy? How crucial are institutions in providing policy and collecting preferences? How much do institutional changes impact trade policy, and can they account for the rush toward free trade?


2. [bookmark: _Toc114661244]WHAT WE KNOW ABOUT TRADE AND TRADE POLICY
Tariffs, the primary tool of trade policy among sophisticated industrial nations, have been significantly decreased after World War II. The average tariff for industrialized nations was lowered from 6.3% to 3.8% following the conclusion of the Uruguay Round, the most recent round of international trade negotiations, in 1994 [World Trade Organization (WTO) 1996:31]. On the other hand, the proliferation of non-tariff barriers, such as quantitative limitations, price controls, subsidies, voluntary export constraints, etc., has partially made up for the fall in tariffs. The Uruguay Round, however, slowed, or reversed trend, assisting in the removal of quotas, subsidies, and voluntary export constraints across a variety of industries and the replacement of these obstacles with more transparent tariffs (WTO 1996:32).

Less developed nations (LDCs) have employed trade barriers extensively for the majority of the post-war era, many with the explicit goal of industrialisation through import substitution (ISI). However, many developing nations started liberalizing trade and implementing export-oriented policies, particularly in the 1980s [International Monetary Fund (IMF) 1992]. The Uruguay Round's completion aided in this by lowering trade barriers in several industries important to LDCs, like textiles and agriculture, and by admitting a large number of new developing nations to the World Trade Organization (WTO), forcing them to abide by its rules. The trend toward global trade liberalization was further driven by several nations' early 1990s shift from communist to market-based economies. One noticeable fact about the years since 1980 as a result of all these changes is: The world has seen a significant relaxation of trade restrictions (WTO 1996, Rodrik: 1994). 

The expansion of global trade has accelerated concurrently and partly as a result of that change. Trade growth has exceeded global output growth for the majority of the post-war era. Changes in the character of international trade are also significant. Trade within industries and within businesses has grown significantly. Between 55% and 75% of trade in sophisticated industrial countries currently involves intra-industry trade, which entails the exchange of goods from the same industry, such as Toyotas for BMWs (Greenaway & Milner 1986); for the United States, this percentage reached 83% in 1990 (Bergsten & Noland 1993:66). Intra firm trade, which entails cross-border transfers of goods within one company, has also increased; it currently makes up over 40% of all US imports and 30% of all US exports (Encarnation 1992:28). Because they frequently have distinct effects than ordinary, inter-industry trade, these two types of trade are significant. They typically have fewer effects on relocation and less conflict. 

Since intra-industry trade reduces adjustment costs in some sectors and increases net trade benefits as a result, Lipson (1982:453) contends that it "provides a potent new source of multilateral interest in the liberal trade regime." The regionalization of trade has been important, to sum up. The importance of intra-regional trade flows as a percentage of global commerce has increased, particularly in the European Union, East Asia, North America, and Latin America. This is partly due to the regional integration agreements that these nations have ratified over the past 20 years, such as the Mercosur Agreement, the Association of South East Asian Nations, the North American Free Trade Agreement, the European Union's Single Market, and the North American Free Trade Agreement (WTO 1996:17–22).

3. [bookmark: _Toc114661245]TRADE POLICY PREFERENCES
Early explanations of trade policy have tended to emphasize "pressure group politics." In other words, they justify governments' use of protection as a result of the requests made by domestic organizations. Groups inside the country demand protection or liberalization because these actions boost their incomes. Thus, the causes of trade policy are explained by its distributional effects. When he stated that the undermining of the national interest in free trade is the frequent outcome of cooperation among businessmen, Adam Smith (1937) may have been one of the first to identify this. Another early proponent of the idea that particular economic interests were primarily to blame for the decision to adopt protectionism was Schattschneider (1935). He demonstrated how these pressure groups seized control of the US Congress in 1929–1930 and produced one of the highest tariffs in US history, the Smoot–Hawley tariff.

Since then, the pressure group model has made an effort to more clearly define the organizations that should support and oppose protection, as well as the circumstances in which they may be most powerful. The fact that the degree of protection and the expectations for it differ among industries and nations has been one reason for this. Such disparity should not exist if protection was supported by all domestic groups. The literature's main focus has been on explaining this variation. The fundamental difference has been between sectoral or firm-based theories of preferences and so-called factoral theories of preferences. When a policy shifts from free trade to protection or vice versa, preferences are inferred from the variations in income that different players experience. 

The Stopler-Samuelson theorem (1941), which states that when factors of production like labour and capital can move freely between sectors, a switch from free trade to protection will increase the income of relatively scarce factors in a country and decrease the income of relatively abundant factors, is the foundation of factorial theories. So, factors that are limited will favour protection, while those that are abundant will be against it. According to the factor endowments of various countries, Rogowski (1989) claims that growing (decreasing) exposure to trade triggers either increasing class conflict or urban-rural conflict. This is one of the more intriguing political extensions of this theory.

The Ricardo-Viner trade model, also known as the specific-factors model, is the basis for sectoral and firm-based theories of trade preferences. In this model, all factors associated with import-competing sectors suffer from trade liberalization while those associated with export-oriented sectors benefit. Thus, disputes over trade policy set the workforce, capital, and landowners in industries under import pressure against those who export their goods. The main distinction between these two models is the degree of factor specificity, or how closely factors are related to their sectors (Alt et al, 1996). These two models have been put to the test in a variety of investigations, sometimes alone and sometimes together. The specific-factors model has been supported by Irwin (1994 & 1996), Magee et al (1989), and Frieden (1990); in contrast, the factoral models of the Stolper-Samuelson type have been supported by E. Beaulieu (unpublished manuscript), Balestreri (1997), Rogowski (1989), Midford (1993), and Scheve & Slaughter (1998).

In addition to these trade preference models; other researchers have examined how specific aspects of industries affect patterns of protection. For example, Caves (1976), Pincus (1975), Baldwin (1986), Anderson (1980), Marvel & Ray (1983), Ray (1981), and Trefler (1993) have demonstrated how certain aspects increase an industry's likelihood of both desiring and being able to persuade policymakers to provide protection. These regression studies frequently sit on the fence between sectoral and factoral trade politics theories. Although many of their conclusions do not conflict with those of a more factoral view of the world, their comparison of industries implies a sectoral kind of model. For instance, they frequently show how strong protection is typically linked to low-skill, labor-intensive industries with high and increasing import penetration. Additionally, numerous studies demonstrate that export-oriented sectors and multinational corporations favour freer trade and are linked to less protection (Milner, 1988). Given the worldwide push toward trade liberalization, the focus on anti- protectionist movements is particularly intriguing; one question is whether this movement has been caused by the rise in influence of these types of organisations domestically.

Can these social choice models explain the haste toward free trade? Focusing on the distributional effects of trade policy offers one possible solution to the puzzle, as noted by Rodrik (1994:78). The debt crisis of the 1980s may have weakened the strong interests that benefitted from protection and had effectively obstructed reform, which would explain the general shift toward liberal policies. He draws the conclusion that it would be challenging to find such proof. Others, however, contend that this shift in policy can be explained by the distributional politics of trade.

For instance, Frieden & Rogowski (1996:40) contend that external changes have decreased trade costs, enhancing trade's importance in relation to any local economy while simultaneously raising the price of protection. They go on to say that this exogenous trade liberalization internationalization increases the potential benefits for business owners and skilled workers in advanced nations, skilled and unskilled workers in NICs (newly industrializing nations), and unskilled workers in LDCs all of whom are anticipated to mobilize in favour of liberalization. Simultaneously, the threat posed by simpler trade will increase demands for protection or compensation from low-skilled employees in advanced economies, local business owners in NICs, and owners of both physical and human capital in LDCs. According to Wood (1994), we can see exactly this in the economic history of the past 20 years (1996:40, Frieden & Rogowski).

Therefore, trade cost reductions have increased the opportunity costs of protection, adding to the drive for freer trade. It is less evident why and how the proponents of trade liberalization have benefited politically from those who call for protection. Indeed, as noted by Rodrik (1994:66–67), "taking revenue away from one group is rarely simple for a politician to accomplish. The fear of too much redistribution may be the core political obstacle in trade reform." Why did global policymakers make this decision, and how did they overcome objections to the significant income redistribution brought about by accepting freer trade?

One explanation for this is because a number of external factors led to the emergence of new actors who favoured freer trade, tipping the scales in their favour. The experiment with trade liberalization was started by many LDCs as part of a set of measures meant to rescue their economies from severe economic downturns. The crises itself contributed to the devastation of certain economic sectors and led to problems with the government budget, which led to the elimination of subsidies for several domestic companies. Both of these modifications eliminated several import-competing businesses and prioritized the development of exporting businesses that could produce foreign exchange (Haggard, 1995:16–19). Thus, in many LDCs, the crises may have both removed pro-protection organizations and produced new ones with inclinations for freer trade. Such changes in the actors' characteristics and their influence may have originated from a different source for the advanced industrial countries. Exogenous change, frequently in the form of technological change, may have changed the interest group politics of trade, according to Frieden & Rogowski (1996). One may point out the expanding share of intra-industry trade among industrialized nations in this context, as well as the potential for increased support for trade liberalization. In any event, unless interest groups can explain how an exogenous force shifted political influence away from protectionists and in favour of those who desire free trade, their explanations of the rush to free trade remain unsatisfactory.

Some consideration has also been given to the preferences of other domestic actors. Many authors make the assumption that voters' preferences are influenced by their status as consumers. Consumers should support free trade because it benefits them (Grossman & Helpman, 1994). This is in conflict with other models of individual preferences. For instance, Mayer (1984) includes an electoral element in the formulation of trade policy. The choices of the median voter, which are based on his factor endowments, dictate trade policy. More protectionist he will be the more equipped he is in the factor that is heavily used in the production of import-competing goods. 

The question of how trade policy affects asset ownership is a new element added by Scheve & Slaughter (1998). They demonstrate how people's preferences are influenced by how trade impacts their personal assets. People who reside in areas with a high concentration of industries that compete with imports are more likely to support protection because as imports increase, the region's economic activity will decline, driving down the value of their housing assets. According to some surveys, voters support protection because they feel bad for those who lose their employment as a result of import competition. As a result, whether particular voters favour protection or free trade is a topic that needs more research, especially in democracies where trade policy decisions are frequently tied to elections. Furthermore, comprehending shifts in these preferences would enable us to explain the recent rush toward free trade.

Many academics contend that the preferences of policymakers themselves are more crucial in setting trade policy than those of interest groups and voters. One of the earliest to make this claim was Bauer et al. (1972). They deduced from their polls that voters rarely expressed strong views to their political representatives on trade policy and even less frequently had such preferences. Politicians' personal ideologies and preferences influenced trade policy far more. Both Goldstein (1988) and Baldwin (1986) have suggested that the most important considerations in trade policy are the views of decision-makers. Ideational variables are more important in determining preferences than material ones. Intriguingly, Krueger (1997) contends that the rush to free trade might be attributed to "views with regard to trade policy and economic development being among those that have changed most profoundly" between 1950 and the 1990s. Fernando Henrique Cardoso is a prime illustration of this transformation. He made an argument for the continuation of ISI policies to protect LDCs from the capitalist global economy as co-author of one of the most significant publications on dependence theory in the 1970s (Cardoso & Faletto 1979). Cardoso, who was elected president of Brazil in the 1990s, however, started a significant program of economic reform that included significant trade liberalization. 

It is also crucial to consider why this shift happened at the time it did, given that economists have long held the notion that free trade is superior. The shortcomings of ISI and the success of the comparatively open NIC economies persuaded policy makers that new trade policies were required; Krueger seems to turn to more material causes to explain its timing. Others concentrate on the early 1980s economic crises and the United States' and international organizations' expanding power.

While Krueger and others, including Rodrik (1995), Haggard & Kaufman (1995), and Bates & Krueger (1993), link economic downturns and crises to the reform of trade policy, another body of research on the macroeconomics of trade policy draws the opposite conclusion. Many academics believe that difficult economic circumstances are a sign that protection needs will rise, and levels of protection will rise as well. It was discovered by Takacs (1981), Gallarotti (1985), Cassing et al. (1986), Magee & Young (1987), and Wallerstein (1987) that drops in economic growth or capacity utilization, as well as increases in unemployment and imports, often result in a rise in the demand and supply for protection. In prior literature, policymakers were described as increasingly reacting to the domestic groups' growing calls for protection during hard economic times.

However, more recent study suggests that difficult economic conditions give decision-makers more leeway to change current protectionist policies by attributing the difficulties to them. For instance, Rodrik (1992:88-89) thinks it is paradoxical that the developing world's decade of trade liberalization was the 1980’s. The 1980’s were also a decade of severe macroeconomic volatility because of the debt crisis. Common sense would indicate that under circumstances of macro instability, the traditional benefits of liberalization become diminished, if not entirely offset. However, he asserts that "crisis sometimes makes bold transformations possible that would have been impossible in calmer times." (1992:89). 

Others, most notably Haggard (1995), have countered that crises limit political leaders' ability for maneuver. They contend that the absence of other options and external pressures in the 1980s practically compelled these leaders to liberalize trade (and implement other changes). Haggard (1995:16–19), noting the distinction between the 1930s and 1980’s crises, notes that it is unclear why external shocks and the corresponding macroeconomic policy adjustments might also be linked to trade and investment liberalization. Balance of payments and debt problems in the 1930’s encouraged import substitution and gave rise to a more autocratic and interventionist approach to policy. In contrast, an inward-looking policy seemed out of the question in the 1980’s. There were fewer options for ongoing import substitution, and linkages to the global economy had grown more complicated, varied, and difficult to break.

Therefore, it appears that other factors, such as prevailing trade ideologies, the level of openness in place at the time, and the impact of international circumstances, may have a greater impact on a country's decision to liberalize trade than economic problems.

There seems to be a similar argument over the exchange rate. Because it affects the balance of trade preferences domestically by increasing imports and decreasing exports, appreciation of the currency rate could lead to a rise in protectionist forces (Mansfield & Busch, 1995). Others argue that a change in the exchange rate may not have much of an effect. For instance, Rodrik, (1994:73) demonstrates how a devaluation, the opposite of an appreciation, raises the domestic price of all tradables (imports and exports), allowing both sectors that compete with imports and those that are focused on exports to profit. Devaluations, however, can function similarly to trade liberalization in some circumstances, such as when foreign exchange is rationed, leading to requests for additional protection from industries that compete with imports. According to several studies, there is a correlation between times of currency devaluations and rising tariffs; Simmons (1994) notes that while not all of the same factors led to devaluations and tariff increases in the inter war period, many of them did. Both measures aimed to boost domestic output demand in an effort to reduce the consequences of the depression. The macroeconomic factors that fuel rising protectionist demands and/or lead policymakers to cave in to or rebuff them are still hotly contested.

As mentioned earlier, significant changes in relative factor endowments or increased exposure to international markets may be able to account for shifts in preferences in nations that are liberalizing. However, relative factor endowments do not appear to have changed significantly, and increased exposure to global markets, which Frieden & Rogowski (1996) cite as crucial, has had a greater impact on developed countries, as many LDCs have actually decreased their exposure to trade over the past 30 years through their ISI policies. Frieden & Rogowski disagree, arguing that there should have been more pressure for liberalization given the rising opportunity costs of such closure. Additionally, a number of exogenous factors might have given rise to new pro-free trade actors, changing the domestic power structure in favour of liberalization. However, numerous studies indicate that few interest groups in LDCs favoured trade liberalization while many opposed it (e.g., Bates & Krueger 1993, Haggard & Webb 1994). However, a lot of academics agree that the reform process need the backing of society groups that support free trade, if not for its inception, then at least for its execution. "Governments attempting to liberalize trade plainly gain by forging links with groups in the private sector with export interests and by undermining institutions that deny access for businesses in the import-substituting sector," says the World Bank (Haggard & Webb, 1994:19).

It's possible that the preferences of policymakers have changed more. However, our models for these preferences seem to be the least detailed and post hoc. There are few theories regarding the circumstances in which policymakers will drop ideas that result in "poor" outcomes and what ideas they will replace them with. Furthermore, these theories contend that the current liberalization process might not last for long; shifts in political power or preferences, as well as the emergence of unfavourable economic conditions, might trigger a resurgence of protectionism. In conclusion, theories of trade preferences appear to only offer inadequate justifications for the significant shift in trade policy that has occurred globally over the past ten years.

4. [bookmark: _Toc114661246]POLITICAL INSTITUTIONS
Many academics have argued that the best way to understand trade policy is through political structures rather than preferences. These arguments include preferences, but their core argument is that institutions aggregate these preferences in unique ways depending on the institution, resulting to various policies. Understanding institutions is crucial to explain how protection is actually provided, as opposed to just how it is demanded (Nelson, 1988). On the home front, various institutions give various actors different power. For instance, some institutions tend to increase the access that special interest groups have to decision-makers, making it more difficult to oppose their requests. 

Many academics contend that because the US Congress only controlled trade policy prior to 1934, it was extremely vulnerable to pressure from interest organizations advocating for protectionism (Destler: 1986, Haggard: 1988, Baldwin: 1986, Goldstein 1993). These demands are shielded from by other institutions, giving policymakers more freedom when deciding how to proceed. Therefore, some scholars contend that with the Reciprocal Trade Act of 1934, the executive branch gained more authority over trade, making it less sensitive to these pressures and more focused on free trade. The adoption of trade liberalization across a wide range of countries appears to be generally correlated with the concentration of trade policymaking authority in the executive branch (e.g., Haggard & Kaufman, 1995:199). "In every successful reform effort, politicians delegated decision-making authority to units within the government that were insulated from routine bureaucratic processes, from legislative and interest group pressures, and even from executive pressure," note Haggard & Webb (1994:13) regarding trade liberalization in numerous LDCs.

Political systems may be more or less resistant to social influences depending on other factors. For instance, Rogowski (1987) claimed that in nations with sizable electoral districts and proportional representation (PR) systems, policymakers should be most protected from local pressures for protection. However, Mansfield & Busch (1995) discover that while institutional insulation does matter, it frequently works in the exact opposite way, with greater insulation (i.e., larger districts and a PR system) resulting in higher protection. Similar to this, D. Rodrik's (unpublished paper) findings suggest that "political regimes with lesser executive authority and more participatory institutions handle external shocks better," which may include their use of trade policy to address shocks. Therefore, it is not certain that increased policy maker insulation always results in policies that support trade liberalization; these decision-makers' preferences also matter.

A significant component influencing trade policy is also thought to be the state's capacity for administration. It is commonly known that richer nations often have fewer trade restrictions than less developed nations (Magee et al,1989:230–41; IMF 1992; Conybeare 1982, 1983; & Rodrik, 1995:1483). Trade taxes are relatively simple to collect, which contributes to the fact that they can contribute significantly to overall state income in LDCs with underdeveloped state machinery (between a quarter and a half, according to Rodrik, 1994:77). Countries may see an increase in institutional capacity as they develop, lowering their reliance on import tariffs as a source of income. For instance, in the United States, the introduction of the personal income tax in 1913 significantly reduced the importance of trade taxes for the government, allowing for a subsequent reduction.Changes in political institutions may thus contribute to the explanation of changes in trade policy.

Various trade policy profiles may be related to significant institutional disparities in the types of political regimes in different countries. According to some academics, democratic nations are less likely to be able to implement protectionist measures. According to Wintrobe (1998), rent-seeking is more prevalent in autocratic nations, and requesting protection is just one type of rent-seeking. Additionally, Mansfield et al. (1997, 1998) demonstrate that democratic pairs of nations are more likely than autocratic ones to work together to reduce trade barriers and sign trade liberalizing accords. Verdier (1998) contends that democracies may be less likely to seek free trade and more likely to embrace protection against one another because of the political turmoil that trade can bring, with the exception of situations where intra-industry trade predominates in their trade flows. "The OECD countries' post-war democratic convergence did not harm trade since these nations were able to engage in intra-industry trade, a form of trade with little to no wealth impacts, thanks to similar endowments and the existence of scale economies." 

Trade is at jeopardy due to the present wave of democracy. Democratic convergence can only support trade in the presence of scale economies [and hence intra-industry trade] (Verdier, 1998:18–19). Haggard and Kaufmann (1995) are more circumspect, contending that the ability to embrace economic reforms (such as trade liberalization) may depend more on the prevalence of crises and the type of autocracy than on regime type alone. The effect of regime type on trade policy is still being debated.

Governmental structure and the composition of the party system have both been identified as significant institutional influences on trade policy. As numerous scholars have argued concerning the United States (e.g., Epstein & O'Halloran, 1996), parties quite frequently adopt strong positions on trade policy, and their mobility within and outside of government may help to explain changes in that policy. If so, then highly polarized party systems where the major parties are divided along sharp ideological lines may lead to drastic shifts in policy and, generally speaking, unsustainable trade changes. On the other side, coalition governments may be common in nations with a lot of parties, but they might not be able to alter the current situation. According to Haggard and Kaufman (1995:170), nations with fractured and/or polarized party systems won't be able to begin, much less maintain, economic policy reforms like trade liberalization. In general, these viewpoints contend that fragmented political systems are difficult to change just like those with numerous veto players (Tsebelis, 1995).

Party systems and governmental organizations both interact. For instance, Lohmann & O'Halloran (1994) and O'Halloran (1994) have claimed that protectionism is likely to be stronger in presidential systems with divided government, such as the United States, when one party controls the legislative and the other the executive branch. Additionally, Milner & Rosendorff (1996) contend that in most circumstances, a divided government in any nation will make it more difficult to remove trade barriers on a national or international level. In conclusion, "political systems with weak executives and fragmented party systems, split administration, and decentralized political institutions responded poorly to crises" and failed to gather the backing required for the start of economic reforms like trade liberalization (Haggard & Kaufman 1995:378). But in each of these situations, the parties' preferred trade policies have an impact on the result. Which preferences, if any, will prevail in determining policy seem to be more influenced by political institutions.

Thus, a lot of these institutional arguments rely on prior assertions regarding the preferences of actors. For instance, many of the defenses of insulation include the assumption that the decision-makers, who are typically CEOs, are free traders. However, Mansfield & Busch (1995) demonstrate that they might actually be protectionists, in which case insulation provides for increased protection. Assumptions about each actor's preferences underlie some of the reasons for divided government, party systems, and democracies. Divided governments are most significant when the parties' preferences differ, and the ramifications of various regime types may depend on the desires of democratic and autocratic leaders. Therefore, since we are aware that both matter, theories that take both preferences and institutions into account seem to be the most beneficial. However, very few research have attempted to integrate theories of preference development and institutional influence; two such studies are Gilligan (1997) and Milner (1997). The debate over whether preferences or institutions should come first is also far from clear. Scholars who emphasize institutions contend that institutions may really impact actors' preferences; those who stress preferences tend to suggest that institutions are frequently shaped by the interests of those in power. Although there is a growing understanding that both matter and are jointly determined, more study has to be done on parsimoniously modelling and evaluating this.

In the past 20 years, have institutions that make trade policy been more or less isolated across a range of nations? There is little evidence for such a transformation in commerce, in contrast to the monetary sector, where independent central banks and currency boards have proliferated worldwide. While Haggard & Webb (1994:13) mention this evidence in relation to several LDCs, there is little proof that industrialized countries have significantly altered their trade policy structures during the past 20 years. Furthermore, it is not apparent if increased or decreased policymaker insulation leads to trade liberalization. One alteration that has taken place might be related to this drive to free trade. 

The democratization of many of the nations that have embraced trade liberalization. Mexico is a good example. Beginning in the 1980s, the liberalization of trade policy appears to have coincided with the expansion of political competition and the waning of the PRI's hegemonic position. However, trade reform started in many LDCs before the switch to democracy, and it was frequently more effective when it did (Haggard & Webb, 1994). Before making the switch to democracy, Chile, Turkey, Taiwan, and South Korea all started their trade liberalization procedures. More broadly, Rodrik contends that any political regime transition will probably result in trade changes. "Historically, significant changes in the political regime have nearly invariably come before (or along with) significant changes in trade policy. Although not all political changes result in trade reform, they usually have a significant impact on trade policy (Rodrik,1994:69). Changes in political regimes, particularly the spread of democracy, may be the institutional change that now best explains the rush to free trade, notwithstanding the lack of compelling evidence.

5. [bookmark: _Toc114661247]INTERNATIONAL POLITICS
Domestic factors are not the only ones that impact trade policy. The decisions that nations make about their trade policies have been linked to a number of external factors. The idea that the distribution of capabilities in the global system has a fundamental impact on trade has been a favourite one among realists. The so-called theory of hegemonic stability (HST) proposed that free trade would be most likely when one country, a hegemon, controlled the international system or economy (Krasner: 1976, Gilpin: 1987, Lake: 1988, Gowa: 1994). Numerous detractors have refuted this assertion both conceptually and experimentally (Lake: 1993, Keohane: 1997). Large nations should support optimal tariffs rather than free trade, according to Conybeare (1984), even if others respond. According to Snidal (1985) and others, asserted that a few strong nations could maintain an open system just as well as a single hegemon. The idea that a hegemon is not necessary nor sufficient for an open trade system has also encountered empirical difficulties (e.g., Krasner, 1976 & Mansfield, 1994). 

The attempt of this theory to explain changes over time in the total degree of trading system openness that is, by taking into account the aggregate of trade policy decisions made by various nations might be its most intriguing aspect. HST appears to have a lot of promise in solving our riddle of why there was such a push for free trade. The answer to this riddle should be found in changes in the distribution of capabilities throughout time. However, many political scientists contended in the 1980s that the waning of American hegemony from its height following World War II would result in a rise in protectionism and possibly the division of the world economy into opposing blocs (e.g., Gilpin, 1987). This forecast does not appear to explain the surge in free trade that has been visible from the middle of the 1980s.

However, as Russett (1985) and Strange (1987) have demonstrated, US hegemony has increased after 1980, not decreased. The decline in protectionism can therefore be explained by the restoration of American dominance in the global order. This assumption is supported by the argument that American beliefs about free markets and trade are dominant and have a significant influence on other countries' trade policy decisions. After all, the Washington Consensus is the name given to the set of market-oriented reforms, including trade liberalization, that have been suggested for LDCs and former communist states. Finally, Haggard (1995) makes the case that modifications to US trade policy in the 1980’s contribute to the explanation of the development of free trade. The United States started applying significant bilateral pressure to least developed countries (LDCs) to liberalize their economies or risk having the American market closed to their exports. The push toward free trade may be explained in part by American hegemony and the increased desire to wield influence.

Some academics believe that the patterns of trade are best explained by features of the global security environment. Gowa (1994) asserted that under a bipolar system, nations who are military allies trade more with one another. This is particularly true of nations that are a part of the same alliance. This means that nations prefer to trade the most freely among themselves when they are allies in a system with one other significant opposing alliance group, as was the situation during the Cold War. Their actions are driven by the security externalities of trade, which encourage them to support their allies while punishing their adversaries. Mansfield & Bronson (1997) and Gowa & Mansfield (1994) offer compelling evidence for this impact. 

This model's predictions appear to be erroneous or at the very least lacking. Either multipolarity, in which case the model is flawed, or unipolarity, in which case Gowa has no prediction, could be used to describe the current international system structure. The existence and influence of international institutions is another element of the global system that academics have emphasized for its impact on trade policy. Although there has been much discussion on whether international institutions are important, many academics concluded that the desire of states to establish and participate in such institutions suggests that they are important (e.g., Ruggie, 1983 & Keohane, 1984). A number of organizations, including the IMF and World Bank, the GATT and the WTO that succeeded it, favour an open, multilateral trading system in the sphere of commerce. Regional trade organizations like the European Union (EU), NAFTA, and ASEAN appear to have positive effects on lowering trade barriers and supporting unilateral moves toward freer trade, despite the fact that their influence on the multilateral system may be more ambiguous (E Mansfield and H Milner, unpublished manuscript).

These institutions are hypothesized to influence nations' trade policy decisions in a variety of ways. Some authors contend that their primary responsibility is to inform people about how other nations behave and how they play by the rules (e.g., Keohane, 1984). Others believe that these institutions offer a platform for dispute settlement so that trading partners can feel more safe and will deal more often (e.g., Yarbrough & Yarbrough, 1992). Others believe that these international organizations represent the standards by which nations agree to engage in trade, which again offers a framework for sustaining trade flows (e.g., Ruggie, 1983). All of these arguments propose that the existence of these institutions ought to be connected to a more hospitable environment for trade, and they also suggest that the breadth and depth of these institutions ought to be positively correlated with trade liberalization and trade growth. 

The existence of organizations like the GATT and IMF has undoubtedly given pro-trade liberalization arguments more clout; the IMF and World Bank, for instance, frequently condition loans on changing trade policy. However, while these institutions have been around since the 1940s, their mere existence is unable to account for the current trend toward liberalization. The additional effect that these organizations have had during the 1980s may be explained by the fact that many countries have had major economic crises and need external finance. The 1980’s were a decade of significant leverage for these organizations, the IMF and World Bank against debtor nations, particularly when it come to the less developed African countries/governments, as noted by Rodrik (1992:89). Governments in need of money frequently embraced the World Bank's trade policy suggestions while having little faith in their long-term benefits. He does, however, add that after the crisis is over, countries might revert to their previous protectionist practices. Others frequently contend that such domestic reforms are stabilized by international organizations. For instance, now that Mexico is a member of NAFTA and the WTO, it appears much more secure to liberalize trade unilaterally.

Last but not least, the establishment of the WTO during the GATT Uruguay Round is a step toward further institutionalizing an open trading system. Growing calls for the liberalization of domestic trade may be linked to this trend. But the creation of the WTO didn't come before new preferences for freer trade; it came after them. Many nations were already persuaded that trade liberalization was the best course of action by the early 1990s. In conclusion, it appears that either the debtors' increasing desperation or shifting domestic tastes and beliefs about trade were responsible for the growing impact of these international institutions. Although there is little question that these institutions contributed to global trade liberalization, it is less certain that they gave this movement its essential momentum (Haggard & Kaufman, 1995:199). However, for the reforms to be long-lasting, these institutions might be required, much like with domestic political support.

One could assume that global movements like the drive toward free trade would be better explained by explanations at the international level. However, it is difficult for the main political-economic arguments discussed here to explain this pattern. Since the early 1980s, the capability distribution has undoubtedly altered, but the trend in trade policy is not explained by this change's direction. The openness and volume of trade should decline if American hegemony has been displaced or if bipolarity has given way to multipolarity. We can only credibly explain the haste toward free trade if we claim that American hegemony has returned to its heights from the post-war era. Another inadequate justification for the global shift in policy that has taken place during the 1980’s is the ongoing existence of international organizations to regulate trade, such as the GATT and IMF. Some of the change may be attributed to the greater influence that these institutions had in the 1980’s as a result of the economic problems that many LDCs experienced, although this combination had already existed before to the 1980s and had not resulted in such a U-turn in trade policy. However, these international organizations might contribute to making sure that this liberalization movement is difficult to reverse.

6. [bookmark: _Toc114661248]EFFECT OF TRADE ON COUNTRIES AND THE INTERNATIONAL SYSTEM
The reciprocal impact of global commerce on national and international politics is a last topic of study in the political economy of trade policy. What might happen if nations choose to either liberalize or safeguard their economies? At least three facets of the domestic political economy have been taken into consideration by academics while researching this issue. First, some have asserted that trade liberalization can alter national trade preferences. The tradables component of the economy should expand along with exposure to external economic pressures as countries liberalize. According to Rogowski (1989), this should increase or create new political cleavages and conflicts between scarce and plentiful variables at home. Domestic politics will be affected by these new divisions as new parties or alliances may form to represent these groups, for example. Milner (1988) similarly makes the case that domestic preferences shift as trade openness increases. 

If exporters and multinational corporations grow, openness increases the potential number of proponents of free trade; conversely, it may decrease import-competing enterprises as they falter in the face of foreign competition. Using a dynamic model, Hathaway (1998:606) demonstrates how trade openings "had a positive feedback effect on policy preferences and political strategies of domestic producer groupings." Industries change in ways that make it less likely that they will need protection in the future as they adapt to more competitive market conditions. The brilliant thesis put forth by James & Lake (1989) claims that the abolition of the protectionist Corn Laws in the United Kingdom established the ideal environment for the formation of a powerful coalition in favour of free trade in the United States. Each of these arguments, in their own unique ways, contends that a rising demand for freer trade results from an increase in pressure against protection as trade exposure rises. This kind of argument looks highly credible as an explanation for trade policy in the leading industrial countries during the past few decades. In light of these concepts, it is less clear why developing nations suddenly rejected ISI and protectionism.

The nature of national political institutions is a second domestic political factor that may be impacted by increased trade. Long ago, Cameron (1978) observed a correlation between the advanced industrial nations' highly openness to foreign trade and their sizeable administrations. He and Katzenstein (1985) attributed this correlation to the requirement that governments with open economies implement flexible industry-specific adjustment strategies and give considerable domestic compensation to those who lose out on trade. Around the world, Rodrik (1997) discovered compelling evidence of this connection. He argues that increased trade-related exposure to external risk makes the local economy more volatile, and that as a result, "societies that subject themselves to increasing quantities of external risk need (and receive) a stronger government role as protection from the vicissitudes of global markets" (1997:53). In order to maintain public support for an open economy, more exposure to global trade may lead to calls for greater welfare state expansion and government intervention.

According to Rogowski (1987:212), it will become more and more profitable for nations to create institutions that increase "the state's insulation, autonomy, and stability." According to him, this denotes parliamentary systems with powerful parties, PR, and expansive districts. He discovers a significant connection, particularly between openness and PR systems. Haldenius (1992) discovered that domestic institutions may be impacted by commerce. He contends that increased economic growth brought about by exposure to international trade may result in improved conditions for the formation of democracy as a result of the development process. Therefore, over time, trade liberalization may help to create the right environment for political liberalization. This again shows a positive feedback loop in which trade liberalization encourages democratization, which may then encourage further trade liberalization, and so forth.

In addition to its influence on institutions and preferences, trade may limit the range of policy options available to decision-makers. Recent research on internationalization or globalization points to this restraint. Some of the most conclusive evidence that increased transparency may compel governments to give up the employment of various policy instruments is provided by Rodrik (1997). He specifically points out that governments frequently slash spending on social programs and capital gains taxes as a result of openness. Governments are restricted from employing many of the fiscal policy tools they once had access to in order to retain competitiveness. Whether or not one values government intervention in the economy will determine whether or not such restrictions are beneficial. This restriction worries some people, including Rodrik (1997), because it makes it harder for the government to protect its population from outside volatility, which could weaken support for openness. Here, trade liberalization's effects could not be favourable. It can result in a reaction, putting pressure on closure and protection.

Trade liberalization may also have significant effects on world politics. Countries' political ties with other nations may change as they become more open to the global economy. Scholars have specifically questioned whether rising trade fosters international peace or increases the likelihood of conflict between nations. Increases in economic flows between nations (or between pairs of nations), according to a number of researchers, including Polachek (1980), Gasioworski (1986), and Russett et al. (1998), reduce the likelihood that those nations will engage in political or military conflict with one another. Others, such Waltz (1979) and Barbieri (1996), contend that growing trade and the interdependence it fosters either exacerbate conflict or have negligible impact on it. Therefore, one way that the rush to free trade may impact the global political system is by raising or lowering the intensity of political-military conflicts. However, the various arguments suggest various feedback mechanisms. A calm climate among trading nations is likely to encourage more trade liberalization and flows; on the other hand, if trade increases conflict, we might anticipate more protectionism and less openness in the future.

An important area of research focuses on these more dynamic models of the interactions between domestic politics and international trade. They could reveal a lot about what the push toward free trade would entail for the future if it is continued. Will pressure for greater openness and democracy grow as a result of the global liberalization process? Or will it backfire and fuel calls for closure as well as a reaction against governments and organizations who advocate openness? Will transparency lead to a peaceful global order or one that is more prone to escalating political conflict? The responses to these queries will reveal a great deal about the future course of international trade policy.

7. [bookmark: _Toc114661249]CONCLUSION	

While political leaders in the rich industrial nations made extensive, global efforts to lower trade barriers, leaders in the LDCs launched ambitious, unilateral economic reforms that included significant trade liberalization. It is challenging to identify democratization or modifications to political institutions as having had a significant impact on the latter group. Instead, the virtuous cycle in which increasing commerce led to an increase in pro-liberalization groups, which in turn led to further trade seems to be a significant factor. On the other hand, changes in political institutions and leader preferences seem to be more significant for LDCs. Leaders favoured economic reforms that included trade liberalization as a result of the failure of ISI, economic crises, success of the relatively open Asian NICs, and extinction of a socialist alternative.  

This approach was aided in certain countries by democratization. For the kind of significant trade liberalization that took place in several LDCs, significant reforms in political institutions, particularly in the direction of democracy, may be required. But in order to understand the drive toward free trade, tastes must alter. One may anticipate that this global shift in policy would be significantly influenced by foreign factors. But defending this is more difficult. As part of the dissolution of the Eastern Bloc and the end of the Cold War, the socialist and communist economies also collapsed, and this undoubtedly had an impact. Such models could no longer be credibly used by leaders to support their protectionist policies. It's crucial to keep in mind nevertheless that many of the unilateral steps toward liberalization started in the early or mid-1980’s, prior to the fall of the Eastern Bloc. 

Additionally, they started at a time when many observers believed American primacy had ended, particularly economically. The function of international institutions was perhaps of utmost significance. The GATT gave sophisticated industrial nations the opportunity to create comprehensive packages of reciprocal trade concessions that encouraged broad liberalization; in addition, the EU supported liberalization within a Europe that was constantly expanding. The IMF and World Bank may have had a bigger impact on the LDCs. Countries that were experiencing economic hardship had to come to these institutions for assistance, and part of the price was a recommendation for trade liberalization. Although some leaders found this prescription to be in line with their new trade preferences, others found it to be a hard pill to chew and would not have accepted it if not under duress.

Therefore, the global rush to free trade seen after 1980 may be best explained by shifting preferences among political leaders and societal groups, institutional changes (particularly democratization), and the rising power of international institutions that backed trade liberalization. But the research on this topic is undoubtedly incomplete. None of our current theories, nor does it appear that any of them could have predicted this trend, the most significant shift in international trade policy since the conclusion of World War II. The formation of political leaders' trade preferences and how they relate to societal preferences must be better understood. Additionally, notions concerning the connection between democracy and trade are still in their infancy. It is vital to understand the circumstances in which international institutions can have more (or less) influence over nations.

Although democracy in and of itself is not a necessary precondition for liberalization, we can also anticipate that the restoration of authoritarian administrations would be connected with the return to protection. Finally, the intensity of domestic economic crises appears to have a greater impact on the role of international organizations. This implies that as economic growth picks up, political figures who oppose free trade may reject the regulations imposed on them by their lenders and adopt protectionist measures. Understanding the sustainability of trade liberalization will require consideration of these and other issues. Our current theories may be even less useful in understanding sustainability than they are in explaining the initial reasons that nations liberalized.
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